Pré-Publicagoes do Departamento de Matematica
Universidade de Coimbra
Preprint Number 08-10

INSIGHTS ON A SIGN-PRESERVING NUMERICAL
METHOD FOR THE ADVECTION-DIFFUSION EQUATION

ERCILIA SOUSA

ABSTRACT: In this paper we explore theoretically and numerically the applica-
tion of the advection transport algorithm introduced by Smolarkiewicz to the one
dimensional unsteady advection diffusion equation. The scheme consists of a se-
quence of upwind iterations, where the initial iteration is the first order accurate
upwind scheme, while the subsequent iterations are designed to compensate for
the truncation error of preceding step. Two versions of the method are discussed.
One, the classical version of the method, regards the second order terms of the
truncation error and the other considers additionally the third order terms. Stabil-
ity and convergence are discussed and the theoretical considerations are illustrated
through numerical tests. The numerical tests will also indicate in which situations
is advantageous to use the numerical methods presented.
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1. Introduction

In numerical modeling of physical phenomena it is often necessary to solve
the advective transport equation for positive definite scalar functions, that
is, we may wish to require that a non-negative variable remains non-negative
under advection. In many hydrodynamical systems, such as in the presence of
turbulent diffusion, dealing with a shock or discontinuity is not as important
as maintaining the positive definiteness of the evaluated scalar quantity. Also
in some numerical simulation of fluids sign-preserving advection is often a
necessary prerequisite of solution realizability [1], [2]. Numerical schemes of
second or higher order accuracy can produce negative values in the solution
due to the dispersive ripples. Lower-order schemes or higher-order schemes
with zeroth-order diffusion added produce no ripples but suffer from excessive
implicit diffusion.

Multidimensional positive definite advection transport algorithm (Mpdata)
was proposed in the early eighties as a simple positive-definite advection
scheme for evaluating the advection of water substance constituents in at-
mospheric cloud models [3] and further generalisations were presented in [4],
[5]. Nowadays Mpdata has been used in different contexts and some review
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papers have been written about this method, see for instance, [6], [7]. Several
applications and comparison with other methods can be found in literature,
for instance in [8],[9], [10], [11].

Technically, Mpdata consists of a sequence of upwind iterations, where the
initial iteration is the first order accurate upwind scheme, and the subsequent
iterations use a pseudo-velocity constructed from the leading truncation error
of the preceding iteration. Thus the scheme itself, refines the first-order to an
high-order according to which terms of the leading truncation error we choose
to construct the pseudo-velocities. In comparison to the TVD (total variation
diminishing) schemes [12] and ENO (essentially non-oscillatory) schemes [13]
the general iterative principle of the algorithm seems to be simple and can
be easily developed from the Taylor series expansion applied to the classical
upstream scheme. This type of schemes are particularly important for an
advection problem but also for an advection-diffusion problem [14], [15], [16]
where a major objective can be to inhibit or prevent oscillations.

In this paper we study two versions of the Mpdata, the classical Mpdata
[3] and the so called third-order Mpdata [17] when applied to the one di-
mensional unsteady advection-diffusion equation. For the classical Mpdata
the pseudo-velocities of the iterations are constructed from the second order
leading truncation error and the third-order Mpdata consists of continuing
the truncation error to identify the third-order error and then to build the
pseudo-velocities with the additional terms. One of the purposes of the paper
is to provide indicators of the situations we shall use the methods.

The paper is organized as follow. We start in the next section with a
very brief review of the classical Mpdata method [3] and the third order
Mpdata [17]. In the third section we describe its application to the advection
diffusion equation. A stability region depending on the Courant number and
the mesh Fourier number is displayed. We analyse the order of accuracy
of the schemes and conclude that although for pure advection the third-
order Mpdata reaches third-order, for an advection-diffusion problem for the
majority of cases, it only reaches second-order. Nevertheless the amplitude of
the error diminishes considerably and it is always smaller than the amplitude
of the error of the classical Mpdata scheme. In the end we present some test
problems. We comment the accuracy of the methods that depends on the
Peclet number showing that both schemes present a less good performance
for large mesh Peclet numbers.



INSIGHTS ON A SIGN-PRESERVING NUMERICAL METHOD 3

2. The classical sign-preserving numerical method

The classical method was done for the advection equation. Consider the
equation
Uy = —(ug)s. (1)
Let W be the numerical approximation of the solution of (1) defined in
(x4, t,), where t, = nAt, z; = tAz, and Ax is the space step and At is the
time step.
The classical first order upstream scheme can be written in the form

\Ij;‘H—l = lII? - [F(\I’?a ?Jrl? Vi+1) - F( ;‘1—17 \If?, VZ)] (2)
where F' is such that
1 1
F(V,Veo,v) = §(l/+ \1/|)\IIL+§(V— V)¢, (3)

and
Vv, = ui,l/gAt/Aw, Uz‘fl/Q = U(ZCZ — AZL‘/Q)
For u constant a sufficient and necessary condition for stability is

At
ME <1 (4)

For v not constant this is the CFL condition which is a necessary condition
for stability.
Let u be constant and ¢ > 0. The truncation error for (2) is given by
Ax)? 1 Ax? Ag?
where v = uAt/Az is the Courant number.
The truncation analysis shows that (2) more accurately approximates the
advection-diffusion equation

Yr = —(uh)s + (Ks)s (6)
where (A0’
K= ) )

From (6) it can be seen that when At and Az goes to zero (6) approaches
(1), but during a realistic computational process the scheme in (2) with finite
Ax and At approximates more accurately an advection transport equation
with additional diffusive terms rather than the original equation (1).
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On the other hand, these implicit diffusion terms are important for the
stability of the scheme and must not be explicitly subtracted from the scheme.
An intuitively approach is to make the advection step using equation (2) and
then reverse the effect of the diffusion equation

Ve = (Kvs), (7)
in the next corrective step.
Let
0
1) — — (v
error (K2)e O (Vi) (8)
where
10y
Y i
v sz 5 9)

for ¢ > 0 and v®!) = 0 for ¢ = 0. Therefore, we have the pseudo-velocity vV
given by

(vl =v*)———. (10)

The superscript (1) shows that it is the first approximation to subtract the
error.
Note that we can write (7) as

Y= —(—vy), (11)

and therefore the anti-diffusive velocities or pseudo-velocities are v(1).

In the approximation of (11) by (2) the factor in the numerator of vV
defined in (10) will be represented using an upstream value, whereas the
factor in the denominator will be approximated using a centered value. In
this way, a nonlinearity is introduced and a higher-order approximation is
found that still preserves positivity. Let ¥} be the approximation given by
the first iteration, which is determined using the right hand side of (2). For

At 1 10
0 O = ZA 2\
e v e Uy
a first-order accurate estimate is
vt gl
1 i i—
= (] = (12)
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Sometimes, it is necessary to introduce a small value €, e.g. € = 1071 in

2
\Ifl(l) + \I/,El_)l + €

Y

to ensure vY) = 0 when \I/Z(i)l = \IIZQ) =0.
The corrective step is suggested in the form

vt = w — [P e ) - P et o) (13)

which estimates ! to the second order while preserving the sign of ¥ and
o),
Mpdata works in the following way:

1 - First we compute (2) to obtain \Iflm.

2 - Secondly, we calculate the pseudo-velocity I/Z-(l)
3 - We determine the final value U/ using (13).

We can iterate k = 2, ..., iter times so that

using (12).

k k—1 k—1 k—1 k—1 k—1 k—1 k—1
Wi = gl el et Dy et el Y (1)

before calculate the final value U7 and where

(k) _ !

U (
k k— k— i
= (= ) R (15)

(
k
oM gl

Theoretically iter can be any value, but as can be concluded from the
performed tests, using iter > 3 only negligibly improves the accuracy of the
solution, while increasing the computational costs of the scheme.

A third-order Mpdata method, presented in [17], which takes in considera-
tion the third-order terms of the truncation error (5), consists in considering
the pseudo-velocities as

1 Az? N 1 Az 2
1) — A E 2=, 213) 2L
— 5 A=A = S - sl + 2
and therefore
) = V(l)A—x = §Ax(\y| — VQ)% — 6A$ (v —3v|v| +2v )¢¢
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()

In this case we consider the recursive v; " given by
gk _ g
k k—1 k—1 i i
A R C e B e T
\Ijz + \Ijz‘fl
(k) (k) (k)
_%(V(k—l) _ 3(V(k—1))2 4 2(V(lc—l) 3)\1’2'—2 -2V, Y .
o W, v 2u,

/—\
\_/

The factor in the denominator of the second term of VZ- will be approximated

by
4

k k k
v, 42w 4w
in order to preserve the stability of the scheme, that is, to verify the CFL

condition ]uz-(k>] < 1.

3. Simulation of the advection-diffusion equation

3.1. The numerical method. Consider the equation

o 62

W T (ww) = (DY), (16)

where D > 0 is the diffusion coefficient.
We can write

o, B
a+—<w (Dy)a) =0 (17)
or
oY 0 B
2 %(Wﬁ) =0, (18)
(D),
forv:u+wwherew:{_D$)’ Y #0
0, ¢=

Therefore we can simulate this equation using the advection equation (1).
The first order upstream scheme can be written as

U = U7 — [F(0, Uy, i) — F(P, W7, )] (19)
where F'is defined in (3) and o; = v;At/Ax for v; = u;_1 /9 + w;_1 /2 With
v, — W, 4 2

U1/ = u(z; — Ax/2) wi—1/2 = —D

Az \Ijz + \Iji—l.
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The discretisation of a = vAt/Ax = (u+ w)At/Ax is given by

o =V — 20§ (20)
with At T, -0 At
i — Wil
i = Ui—1/2 37— ST T o =D—
g “ 1/2 Az 5 \Ijz + \Iji—l Ax?

where p is called the mesh Fourier number. The scheme is nonlinear even in
the case of a uniform velocity field.

The implementation of the classical Mpdata method consists of first com-
puting

o =W [P, i) — F(U7 07, ). (21)
The pseudo-velocities are given by
1 Az? Y
- -=" — ()2
o = 5 ol = (@)

(1)

and the discretised ¢ ’, are computed by

At v — Y
1 (3 1—
ol = o= = (il = (@)~
X \Ilz + \Ijz—l
We can then iterate k times, k = 2, ..., iter,
k k—1 k—1 k—1) (k-1 k—1 k—-1) (k-1
v = oY - (e e, aiﬂ )= P el oY) (22)

before computing the final value ¥?*! and where
ik B i (23)

Finally we get
vt = ol (pe® e oMy — pe® e® o)) (24)

AR B Riat B | At}

The third-order Mpdata method consists in considering the pseudo-velocities
as

1 Az? v, 1Az? U,
V=g lal =) - G la - salal+ 2000
and
oV =W = ZAz(|a| - a2)¢_ — —Ax (o — 3a|al + 2a )¢

(8
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(k)

In this case we consider the recursive o’ given by
gk _ g
k k-1 k—1 i i
ol = (1o = (@)
R

— 3(04(&_1))2 + 2(«

7

i

k k k
k1) 3)\11522 — 2y 4 ¥
(

The matricial form of the schemes can be described as follows: first we
calculate

v = Ap”
where A is the iteration matrix coming out of the scheme (2) and ¥" and
¥ the vectors of discretised values given by ¥" = [¥p, ... U% 17 and

v = [\D(()l), o lﬂg\l,ll]T respectively.
Secondly, we iterate k times

k
R

g .. _

k
v

where A®) denotes the matrix iteration at k iteration and &%)
Therefore,

Pl — AR A1) AQ) ggn

The matrices A% are given by

B k k k 7
Ciég) dégi ®) o
d— 11 dOl dl 1
Ak) — .
k k k
Ldly o dN

where

1 1
Ay = 1= 5o+l + 5 af — o)

Op 2 p+1 D D
1

k

d(—l)p = §(a](,k)—i—\oz]()k)|)
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k 1 k k
d§p) = —5(04;(;31—|04;(7+)1|), p=0,...,N—1

When ozgk) — 0 then A®) — I and to iterate is not relevant anymore. It
is seen experimentally that after three iterations ozgk) becomes very small.
Also when Az is very small the iterative process is less effective for more

iterations.

3.2. Convergence and stability.

3.2.1. Convergence. For k = 1 the scheme is consistent. For k > 1 the
corrective iterations in equation (22) do not affect the solution of the first
iteration since from (24) it is easy to verify that when At, Az — 0 then

ozg ) — 0 for all k. The latter implies that (22) for k > 1 converges to w =0,
which means the scheme is consistent.

The algorithm order of accuracy can be determined by estimating the trun-
cation error. It can be shown and confirmed by the results of tests that the
schemes, are at least second order accurate as we shall discuss in this section.
We start by analising the classical Mpdata scheme.

Assuming v is computed exactly, v = u + w, let 1)) be the approximation

given by the first iteration of the scheme. It can be written in the form

tiat 9 AQT tntat 9 Ax
(1) — o — A2
o= [ S S [T Smans 0 (G ) arao
where K, = (Ja] — a?)/2 and o = vAt/Ax. The second iteration of the
scheme is given by
thtat 9 Ag? [in+ar 9
@ _ 50 _ 9 Wy g KDyp0)gy
o = w0 [T W+ G [T R
Ax
At 2
o ( At) (21)
for
Az? M Az At 1
) _ BT Y o (AT SO R A 1 R UM O RN G
v At O‘w(l)—i_O ( At) « v Az a 2(‘05 | (O‘ ) )
We have
Ag? [trar 9 A3
@) — ) - =2 — (Ko — KWM)W at At (2
w w At L ax ( « « )w ] +O At ( 8)
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Similarly the k-iteration is given by

Az? [lnae 9 Az?
(k) _ k1) _ K2 _ 1)) h) ArTy |
g = yteon BT [0 Va0 (S At
(29)
where
b At Az? ) Az
KF) — _ (k) — (k) — =2 gl 22 =
° (la =) ol =B =T REREAWN
We obtain the integral of order (Axz3/At)At
Az? [lnae Az?
ntl _ k) =2 =1 _ iRy (F) =
ot == S [ S - kOl 0 (T3 ) a0

We notice that the corrective step compensates the small diffusive term
from the previous corrective step, that is, the idea behind each iteration is
to cancel the term

A 2 tntrAt
= [ K&V
with the new term at the k iteration
A 2 tntrAt
~ [ KW
tn

We also observe that increasing the number of iterations does not nec-
essarily increases the order of accuracy of the scheme even if diminishes
considerably the magnitude of the error. In the end of all iterations we have,

ntAt tntAt tntAt
gt = / 2 o+ 52 [ L, 2 [ / (W)dt] dr
tn

At or ~Ox
Ag? [ln+ar 9
=4 Y e @),,(1)
Az torar 9 Ax
=Y I (r=1) _ 1c(®)y,,®)
Atpz;[n (%[(Ka K@)y }dH—O(At)At

and since the second term integral is of order (Ax?/At)At? then

Ag? [lntar 9

tntat 8
n+1 n _
vt = /t o TRy Bz
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A2 k tntAt 0
= — | (K®P=D _ gY@ | gt
o) M A eSO EY

Az? 9
If At = cAx we expect the method to be of second order since we have

tntat
Pt =" — / %(w)dt + 0 (Az?) At. (31)
tn

Therefore, we expect the method to start with first order and then with
the iterations we expect to reach at least second order.

For the third order Mpdata, we can do a similar study. Let ") be the
approximation given by the first iteration of the scheme. It can be written
in the form

n+At a A tntAt a
o = [ L nas S [ D
Ag? [inar 9 Ax
S | s ( 20 ) a (32)

where K, = (|a| —a?)/2, B, = (o — 3a® + 20°)/6 and o = vAt/Az. The
second iteration of the scheme is given by

@ = gl - /1f o ai( ¢(1))dt+A§t o ;C(K D)
—%ﬁg nnw ;;(B Ity )dt+O<AAx:> At (33)
f
or . Ay ¢;1) A3 ¢(£) N " o At
U= A Reum T A Bwfl)JrO(Tt) T A
K= (o] = (@VP)  BY = (o ~ 3] +2(a))
We get
sl (A1) Ay
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A:Eg tntat 0
+Tt . oz

Therefore, the k-iteration is given by

—((By — BV)p'D)dt + 0 (%4) At. (34)

o1y Aa? [ (k—2) (k—=1)\, . (k—1)
P = gl Al %[(K — K7 )by dt
A$ freat 8 ~2) (k—1)y,/,(k=1) Az
+= [T (B - Bl a0 (S5 ) Auss)
where A
K = 2(a®] - (@) o =02

U(

k (k)
A gyt AL Lo (A

At p® AT k) At )
We can write,

2 n At
P ¢<k>_AA_i ' aa (K ED — )0 gy
X

A$3 tntAt 8
_|_—
At J; oz
Similarly to the classical Mpdata, the corrective step for the third-order

Mpdata compensates the small terms from the previous corrective step, that
is, each iteration k£ pretends to cancel the terms

4
(B — BMYgPdt + O (AA—i) At. (36)

Ax2 [in+at A3 [in+at
= K F=1F) ¢ = BF-1 (];)dt
At " « qva At « wx
with the new terms at the k iteration, respectively
Ax2 [in+at A3 [ln+at
= K F)yy(B) g4 =0 Bk (lz)dt.
At o Vi At J, o Vs
Taking in consideration the previous equalities we have
A:C fnrar 9 Ax? [tntar 9
n+l (1))
ot = 0= S8 D a2 [T 2wy
A tntAt A tn+At
Y. 2 (B =55 [ 2 poyar

A ), e At ), ox
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AZL‘Z k ntat 9
= KP=1 — K@)y 01qy
A2 [ 2 o)

Az & ntat g _q Azt
=2 ) _ B0)),,®) =0
+— pz:;/t - (BY Y — By )¢m2]dt+O(At>At

and
tntat Ax? [in+at §
n+1 n _
et = [ s S [ S e
A:US tntAt a A.CE tntAt a
A, 6:5( Botpye)dt — ar ), %{Ka [
n+At 8 AZC tntAt 8
- /ﬁ pre v gz Katu)dl
A:CS tntAt a n+At a
_A—t 12 ( a¢m2>dt:|}d7_+—/ _{B [%2
tn+At 0 AZC tntAt 0
- [ g+ [ S K
A:C?’ tntAt 0 n+At a
_A—t ox 3( a¢m2>dt:|}d7-+—/ Kl)@ba(cl))dt
A$ tnrar 9
| Bt
A$2 k n+AtL (‘9
—EZ /t (K = Kt
p=2""
A 3 k n+At a 4
+T$t /1f &c[(B -0 — BPYy1at 4+ O ( Ax ) At
p:2 n
Finally,
ntAt AZC tntAt 0 n+at 9
n+l n ~ K
P = / (V) dt + —— Az (%[ 04/7f (%(wx)dt]

Agh [inese et
AR ae M 92 “%)dt] i
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A:E (2N o (2N o
At Bz M ax2(“%)dt}

AZC bttt O A$ tntAt 0
KW Udt—— = (BDy Mgy

AL oz e v )dt = 7 oz Ba V)

AZC tntAt 0
= — (KP1D) _ @)Y, PNt

! Z [ S — k)

p=2 7

Ax3 i thiae 9 Azt

= —[(B®»=1) _ @)Y, 1t = ) At
+Atp2:;/t” Z(BY )~ Byt + 0 (52

For this method to have a superior order to the classical Mpdata method the
following terms that seem to be of second order

2 tnrat n+At n+At
A QKQ / 0 (v, dt d7+—/ 9 ~(EP0)dt
At J, ox ‘. .

should reach third order. If we sum these terms we have

Ag? [t+ae 9
—P.dt 37
At ox (37)
for
n+At k
P, =K, / w) dt + KMyl =) (Kl K@@ (38)

p=2

and for (37), to reach third order we must have P, = O(Az?) + O(AtAxz).
Note that

K = (|a | = (™))

(67

for

(k) (k)
( ¢$ . A$2B(k l)w:CQ
o« ) o« )

-I-O(Ax)
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and we have that K = O(Az?), for k > 2. Therefore, computing the
derivative of (32) and substituting in (38) we have

ttat 9 W 0 ttat 9
P, = K <z KW, — K <z
s = K [ St KD~ K [T ).

n

~KMyp® + 0(Az?)

We can write
tn+At a
P, =K, / (w)udt + K — KPP + O(Ac?) + O(Aa).
. T

From this results we can say that the third-order Mpdata does not nec-
essarily increases the order of accuracy to third-order but diminishes the
magnitude of the error.

The analysis of this section indicates that the classical Mpdata is of second-
order and that the third-order Mpdata is not necessarily of third-order. For
both schemes and for £ > 3, as we shall see in the next section, the error
does not diminish considerably between iterations. This happens because

Kék) and B&M become significantly smaller.

3.2.2. Stability. The stability of the first step controls the stability of the
subsequent iterations for both schemes, the classical Mpdata scheme and the
third-order Mpdata scheme.

Let us assume we have a uniform velocity field u. Then

- b\ At

_ uAt _ DAt
- Ax P = Ar2
the discretised values «; are given by (20), that is,

For

14

=V —2pu&;
where &/s are local approximations of 1, /1. The CFL stability condition is
given by
|| = v —2p&] < 1.
Assuming ¢ > 0 we have |§;| < 1. Therefore a stability condition is given by

v+2u <1,
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since
v —2p&| < |v]+2p]&] S v+ 2p
and if v 4+ 2p < 1 we have |v — 2u&;| < 1.
We plot this region and a experimental stability region in Figure 1, where
we display the Courant number, v, versus the Fourier number, . The exper-

imental stability region was computed by running calculations for different
values of v and pu.

0.8

0.6

>

0.4

0.2

0O 01 0.2 u 0.3 0.4 0.5

FIGURE 1. Stability region: Analytical necessary condition (—); Experi-

mental condition (— - —)
From (23) we have ozgk) given by
. o U — )
o = (o = (@ ) —r—f
\Ijz + \Ijz—l

Therefore, |a§k)\ < |04§k71)\ since

] = o V|1 = a1y

and the stability of the first step controls the stability of the full algorithm
with various iterations.
For the third order Mpdata from (25), the agk) are given by
4

of) = 1o V(1 = o + 2ol V0 = o) 20 — 11",



INSIGHTS ON A SIGN-PRESERVING NUMERICAL METHOD 17

where
O L R LU R
R A w20 e
If0o< oY < 1 then

_ _ 4 _
ol = ol V(1= ol Mg + S (20l = 1M,

and |0\ < | V] it €W 4 2/3)] < 1.
If -1< ozl(k_l) < 0 then

o = (el Z g+ 2 < 1)),

7 7

and |oz§k)\ < |oz§k_1)| if \fz(k)| + 2\n£k)| < 1/2. The conditions imposed to ffk)
and ngk) are in general satisfied.

4. Test Problems

In this section we consider some numerical experiments in order to further
compare the schemes discussed above and its different iterations. We first
start to solve the one dimensional linear advection equation with velocity u
and periodic boundary conditions on the domain 0 < z < 1 and secondly we
solve the same problem for the advection-diffusion equation.

4.1. Test problem for D = (0. Consider the advection problem defined on
the domain 0 < x < 1 with initial condition

w(f, O) = e_(m—0.5)2/[/2.
The exact solution is of the form
w(l', t) = 67(1‘*0.571“)2/[/2.

For our tests we assume L = 0.02 and in Figure 2 we display the initial
solution and the exact solution at t = 0.3.

Consider the vectors ¥* = (¢¥(x,t1),...,¥(x,t,)) where ¢ is the exact solu-
tion and V" = (V(x,t1),...,¥(x,t,)), where ¥ is the approximated solution.
The error is defined by

Error(z) = |[¢" — U]

where || - ||« is the [ norm.
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1 | T
08
0.6

>
0.4

T f‘a.,f"M

0 0.2 04 0.6 0.8 1

X

FIGURE 2. Initial solution (— - —). Exact solution at ¢ = 0.3 for u = 0.5
(——) and for u = 0.75 (—)

In Figures 3 and 4 we plot the error versus the mesh size, Az, for u = 0.5
and u = 0.75 respectively. We observe that until two iterations we have
considerable improvements in what concern the accuracy of the method. For
k = 3 we have improvements only in some situations. One of those situations
is illustrated in Figure 4(b). Onwards the improvements become meaningless.
Therefore, for both methods is not worth to go further than three iterations,
that is, £ = 3. To further illustrate this point, in Figure 5 we plot the error
versus the k iterations for a fixed space step, namely Az = 0.002. It is clear
that for £ > 3 there are no significant changes for the error values.

In Table 1 to Table 4 we show the order of accuracy of the classical Mpdata
and the third-order Mpdata for At = Az and v = 0.1, u = 0.25, v = 0.5 and
u = 0.75. We consider five iterations. We observe that the classical Mpdata
is usually of second order and the third-order Mpdata is of third-order for
k> 2.

Theoretically as we have discussed in the previous section the third-order
Mpdata can be only proved to be of second-order. The fact that it reaches
third-order can be explained by assuming that the amplitude of the error
diminishes in a way that the effect is a third-order convergence. It was
also proved, in section 3, that to increase the number of iterations does not
necessarily increases the order of accuracy for £ > 1 and this is highlighted
in Table 1 to Table 4, where we see that for £ > 2 the order of accuracy is
the same.
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Method k=0 k=1 k=2 k=3 k=4 k=5
Classical 0.6 1.6 1.8 1.8 1.8 1.8
Third-order | 0.6 1.7 2.5 2.7 2.7 2.7

Table 1. Estimated convergence rate p for error assuming Error ~ (Ax)?
at u = 0.1 for the classical Mpdata and the third-order Mpdata.

Method k=0 k=1 k=2 k=3 k=4 k=5
Classical 0.6 1.5 1.8 1.8 1.8 1.8
Third-order | 0.6 1.7 2.5 2.5 2.5 2.5

Table 2. Estimated convergence rate p for error assuming Error ~ (Ax)?
at u = 0.25 for the classical Mpdata and the third-order Mpdata.
Method |k=0 k=1 k=2 k=3 k=4 k=5
Classical 06 16 24 24 24 24

Third-order | 0.6 1.6 25 25 25 25

Table 3. Estimated convergence rate p for error assuming Error ~ (Ax)?
at u = 0.5 for the classical Mpdata and the third-order Mpdata.

Method ||k=0 k=1 k=2 k=3 k=4 k=5
Classical 0.6 1.5 1.8 1.8 1.8 1.8
Third-order | 0.6 1.6 2.5 2.8 2.8 2.8

Table 4. Estimated convergence rate p for error assuming Error ~ (Ax)?
at u = 0.75 for the classical Mpdata and the third-order Mpdata.

In Table 3, for u = 0.5, that is ¥ = 0.5 since we are considering At = Ax,
the classical Mpdata reaches an order of accuracy similar to the third-order
Mpdata scheme. We note that K, takes its maximum at v = 0.5 and we

have
B, = %(1 —3v+20%) = %(QV — (v —1)

with B, = 0 for v = 0.5. Therefore it is not surprising that for v = 0.5, the
classical Mpdata reaches smaller errors that are similar to the third-order
Mpdata.

4.2. Test problem for D > (0. Consider the advection-diffusion problem
for z € [0,1] and the initial condition given by

W(z,0) = e @00 e 0, 1] (39)
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The exact solution of this problem can be obtained from the eigenfunctions
of the spatial differential operator which are sines and cosines. Hence, the
solution is given by means of a Fourier expansion

+o0
w(x7 t) _ Z bke—47r2k2D15627rk(:c—Vt)i7 (40)

k=—00
with
1
by = / e—(z—0.5)2/L2627rk:cid$.
0

We are assuming periodic boundary conditions. In Figure 6 we plot the exact
solutions for the five cases we have chosen to run the experiments.

In Figure 7 and Figure 8 we plot the error versus the space step for the
classical Mpdata and the third-order Mpdata and for different iterations.
It is highlighted by these figures that the corrective iteration k& = 2 is the
most effective. Further increase in iteration number has very little effect.
As we refine the mesh the iterative process can be less advantageous. This
is illustrated in Figure 7(b), where for smaller Az the error is the same for
k = 2 and k = 3, although for large values of Ax three iterations lead to
significant smaller errors.

From Figure 5 of the advection problem and Figure 9 of the advection diffu-
sion problem it can be observed that the effect of increasing the k iterations
is similar for the advection equation and the advection-diffusion equation,
that is, it is not worth to iterate more than three times.

Table 5 to Table 9 show the order of accuracy of the classical Mpdata and
the third-order Mpdata. Contrary to what happened in the previous section,
for D = 0, we observe the third-order Mpdata in general does not reach
third-order. This is consistent with the theoretical analysis we have done in
section 3. It was also found that the order of accuracy depends on the values
v, i, that is, on the Peclet number,

v

Pe = —

14
For large Peclet numbers the methods seem not to perform well as shown
in Table 7. To iterate for this case does not improve the order of accuracy
and does not diminish the error significantly. Both methods seem to have
second order accuracy although for some cases the third-order Mpdata seems

of higher order as highlighted in Table 10.
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Method k=0 k=1 k=2 k=3 k=4 k=5
Classical 0.9 1.9 1.9 1.9 1.9 1.9
Third-order | 0.9 1.9 2.0 1.9 1.8 1.8

Table 5. Estimated convergence rate p for error assuming Error ~ (Ax)?
for u=0.5, D =0.01, ¢t = 0.3, v = 0.001, Pe = 50Az

Method k=0 k=1 k=2 k=3 k=4 k=5
Classical 0.7 1.7 1.9 1.9 1.9 1.9
Third-order | 0.7 1.8 2.2 2.2 2.2 2.2

Table 6. Estimated convergence rate p for error assuming Error ~ (Ax)?
for u=0.5, D =0.001, ¢t = 0.3, v = 0.01, Pe = 500Ax

Method k=0 k=1 k=2 k=3 k=4 k=5
Classical 0.4 0.7 0.7 0.6 0.6 0.6
Third-order | 0.4 0.6 0.6 0.6 0.6 0.6

Table 7. Estimated convergence rate p for error assuming Error ~ (Ax)?
for u = 0.5, D = 0.0001, ¢t = 0.3, v = 0.01, Pe = 5000Az

Method k=0 k=1 k=2 k=3 k=4 k=5
Classical 0.9 1.9 2.1 2.1 2.0 2.0
Third-order | 0.9 1.9 2.0 1.9 1.8 1.8

Table 8. Estimated convergence rate p for error assuming Error ~ (Ax)?
for u=0.3, D =0.005, t = 0.3, v = 0.001, Pe = 60Az

k=0 k=1 k=2 k=3 k=4 k=5

classical

0.8 1.9

2.1

2.0 2.0 2.0

third-order

0.8 1.9

2.1

1.9 1.9 1.9

Table 9. Estimated convergence rate p for error assuming Error ~ (Ax)?
for u= 0.5, D =0.005, t = 0.3, v = 0.001, Pe = 100Ax
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Iterations | Method Axr =0.008 Az =0.002| p
k=0 |Both 1.8009e-01 7.2765e-02 | 0.7
k=1 Classical 7.0004e-02 6.0779e-03 | 1.8

Third-order | 5.6337e-02 4.1845e-03 | 1.9
k=2 | Classical 4.9920e-02 3.0399e-03 | 2.0
Third-order | 2.5185e-02 3.4568e-04 | 3.1
k=3 |Classical 4.4139e-02 2.8317e-03 | 2.0
Third-order | 1.7920e-02 1.4598e-04 | 3.5

Table 10. Error results for u = 0.5, D = 0.001. For some intervals of the
space step the order of convergence of the third-order Mpdata can be around
three although in general is around second order.

The purpose of Table 10 is to illustrate that for some intervals of Az the
order of accuracy of the third-order Mpdata can be around third-order. In
Table 10 we present the error values for a certain interval of Az where the
third-order scheme reaches order 3.5 if we assume k£ = 3. This feature is also
visible in Figure 7 (b). This order of accuracy seems to be the result of the
diminishing amplitude of the error as we already pointed out previously since
theoretically it is only proved that the method is second order as it happens
in general.

Figure 10 shows the error versus the space step for two iterations, that is,
k = 2. We display in Figure 10 (a) an example of the classical Mpdata and
the third-order Mpdata which order of accuracy is the same, although the
error is smaller for the third-order Mpdata. Figure 10 (b) shows an example
where the third-order Mpdata is of higher order.

Finally we would like to illustrate in Figure 11 one of the important ad-
vantages of using these schemes which is the fact that they do not present
oscillations. It is also visible in this figure that for £ = 2 we have a good
approximated solution.

5. Final Remarks

In this paper we present results for the classical Mpdata and the third-order
Mpdata schemes applied to the one dimensional unsteady advection-diffusion
equation. The order of convergence of both methods in general increases
for one and two iterations but usually does not increase for more than two
iterations, although the magnitude of the error can diminish. We can say
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that after the third iteration there are no significant improvement for both
schemes and the best choice seems to be two iterations. Furthermore, the
third order Mpdata is not, in some situations, of a higher order, although
the magnitude of the error is still smaller than the magnitude of the error of
the classical Mpdata method. Additionally, both schemes perform better for
small Peclet numbers.

Considering advantages for using these methods in comparison with other
methods in literature, we can point out that these methods are easy to im-
plement and for a small number of iterations, namely two iterations, the
schemes reach a good order of accuracy and the error seems to diminish
considerably. In problems where we need to deal with boundary conditions,
the fact that the scheme only uses three discrete points can be very helpful
since it avoid the need of implementing numerical boundary conditions and
its disadvantages, see for instance, [18]. In situations where is fundamen-
tal to avoid oscillations, this seems to be very adequate, specially if we are
interested in problems with small Peclet numbers.
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FIGURE 3. Error function as mesh is refined for: k =0, (—o—); k=1, (-
— =) k=2(—);k=3(—);k=4(--). u=0.5 (a) Classical Mpdata
(b)Third-order Mpdata
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FIGURE 4. Error function as mesh is refined for: k =0, (—o—); k=1, (-
— =) k=2(—);k=3(=);k=4(---). u=0.75 (a) Classical Mpdata
(b) Third-order Mpdata
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FIGURE 5. Error function as k increases: Az = 0.002 Classical Mpdata
(0); Third-order Mpdata (%) (a) v = 0.75 (b)u = 0.5
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FIGURE 6. Initial solution (— - —). Exact solution at ¢t = 0.3 for: (a)

w=05D =001 (—); u=05D=0.001(--); u=05 D = 0.0001 ().
(b) u=0.5 D = 0.005 (=); u= 0.3 D =0.005 (—)
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FIGURE 7. Error function as mesh is refined for: k =0, (—o—); k=1, (-
— =) k=2(—);k=3(—=);k=4(--). u=0.5,D=0.001 (a) Classical
Mpdata (b) Third-order Mpdata. Order of convergence in Table 6.
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FIGURE 8. Error function as mesh is refined for: k =0, (—o—); k=1, (-
— =) k=2(—); k=3 (—);k=4(--). u=0.5,D =0.01 (a) Classical
Mpdata (b) Third-order Mpdata. Order of convergence in Table 5.
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FIGURE 9. Error function as k increases: Mpdata classical (0); Mpdata
third-order (*) (a) u = 0.5 D = 0.005 Az = 0.008; (b) v = 0.5 D = 0.001

Az = 0.002
10’ ‘ ‘ 10’
102
S S
| |
104
-6 -5
10 ‘ 10 ‘
10" 10° 10° 10" 10" 10° 10° 10"
AX AX

FIGURE 10. Error versus space step for Classical Mpdata (—) and Third-
order Mpdata (— - —) and k = 2. (a) u = 0.5, D = 0.005. Same order of
accuracy but smaller error for the Third-order Mpdata. (b) u = 0.5, D =
0.001. High-order accuracy for the Third-order Mpdata
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FIGURE 11. Approximated solution for v = 0.5, D = 0.001 and Az =
0.08k=0(——);k=1(—-—); k=2 (—o—) (a)Classical Mpdata (b)Third-
order Mpdata
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