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Abstract

Sprouting angiogenesis, the process of creating new blood vessels from pre-existing vasculature, is a
fundamental routine in the animal body, being responsible for growth and development, wound healing
and, in some cases, pathologies.

Conditions such as cancer and diabetic retinopathy can be treated with the aid of drugs or strategies
developed using new knowledge of how blood vessel growth occurs. Some of the results of pre-existing
knowledge are already applicable in healthcare, such as antiangiogenic drugs.

Over the last 30 years, researchers have come up with some mathematical models to simulate vascular
growth, focusing in specific aspects or a simplified overview of the process. However, almost none of
the proposed models account for the mechanical environment experienced by the cells of the capillary
network.

This work’s goal is to rectify this gap by incorporating mechanical features in a continuum model
of angiogenesis. This model is a phase-field approach to the problem that bridges the macroscopic and
microscopic descriptions of the process.

The successive steps that were taken from beginning with a standard phase-field model, deriving and
integrating the mechanical equations and experimenting with several control parameters are documented
and discussed in each appropriate section.

For each step, several possibilities on how to control the system in a way that remained closely tied to
the biology perspective were considered. Emulating the tension that the tip cells exert on the extracellular
medium by incorporating its analytical description in the equations was chosen.

The results gave enough information that corroborated the success of incorporating mechanical ten-
sion in the model, as the vessels that were simulated responded in the way it was expected.

In some cases regression of vessels was observed. This is an important result as, despite being very

present in the Biological literature, it had not been successfully modelled within this type of approach.



Sumario

O processo de criacdo de novos vasos sanguineos a partir de vasculatura pré-existente, uma das formas do
fendmeno chamado de angiogénese, é fundamental no corpo humano, sendo importante em crescimento
e desenvolvimento, cicatrizac¢do de feridas e, nalguns casos, em processos patolégicos.

Tanto patologias do foro oncolégico como outras, como a retinopatia diabética, podem ser tratadas
com ajuda de farmacos ou estratégias desenvolvidas com base no conhecimento do desenvolvimento e
formacdo de novos vasos sanguineos. Este tipo de conhecimento tem aplicacdes j4 relativamente comuns,
como em terapia com farmacos anti-angiogénicos.

Ao longo dos tltimos 30 anos, equipas de investigacdo desenvolveram modelos matematicos que sim-
ulam crescimento vascular, tanto através de aspetos especificos deste processo como através de uma visao
mais global e simplificada do mesmo. No entanto, nestes modelos nio estdo incluidas as carateristicas
mecanicas do meio celular, que influenciam grandemente as células da rede capilar.

O objetivo deste trabalho passa por preencher esta lacuna, incorporando carateristicas mecanicas num
modelo continuo do processo angiogénico. Este modelo serd uma aproximagao phase-field ao problema,
de forma a abranger e juntar as carateristicas macroscdpicas da populacdo e microscépicas de alguns
elementos-chave.

Os passos sucessivos que foram tomados, desde o inicio, simulando um modelo phase-field canénico,
derivacgdo e integracdo das equagdes mecanicas e experimentacao e teste de varios paradmetros de controlo,
estdo neste trabalho documentados e discutidos (nas seccdes apropriadas).

Em cada passo vérias possibilidades de formas de controlar o sistema de forma a que este se man-
tivesse fiel a Biologia do caso real foram consideradas. Emular a forca que as células da ponta exercem
no meio extra-celular incorporando a sua descri¢@o analitica nas equagdes foi a forma que escolhemos.

Nalguns casos observdmos regressdo dos vasos recém-formados. Este resultado, descrito na literatura

referente a biologia, ndo tinha sido ainda corretamente modelado dentro deste tipo de abordagem.
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Introduction

1.1 Motivation

Angiogenesis is the vital process of creating and restructuring blood vessels. Evidently, it is of great
importance in various physiological routines, such as wound healing, embryonic growth and inflamma-
tion?>2%33 However, it is also pivotal in several pathological situations (over 70*), such as rheumatoid
arthritis, diabetic retinopathy (i.e. retinal damage caused by diabetes) and tumour growth. In the latter
case, extensive studies have been undertaken, in part because of the high mortality rates. Although there
is much research on tumour angiogenesis, new information is surfacing every day and the community has
not reached a consensus on its main mechanics?.

Medically, angiogenesis knowledge is used in adjuvant therapy. This can branch in two opposite
concepts: angiogenic stimulative therapy and antiangiogenic therapy, which inhibits angiogenesis.

Tumours can be starved of their blood supply by using antiangiogenic therapies. Without blood
supply, a tumour would never grow enough in size to be significantly harmful and malignant, as the
necessary growth stimulant nutrients and oxygen are cut off. Moreover, increased vascularization of
tumours raises the probability of the tumour metastasising®. In this case, antiangiogenic procedures
could stop cancerous tumours from proliferating and metastasising, thus decreasing their risk of being
fatal®. Additionally, these treatments can normalise the tumour’s vasculature to permit better delivery of
chemotherapeutic drugs and oxygen, which will increase the efficiency of radiation therapy.

Therapeutic angiogenesis, in contrast, stimulates angiogenesis where it is required but lacking. This
technique is used to replenish the blood supply to chronic wounds in order to speed healing, and it helps
prevent unnecessary amputations. In addition, this approach can be also used to save limbs afflicted
with poor circulation, and even oxygen-starved hearts. Other conditions that are caused by insufficient
angiogenic stimulus are ischaemic heart disease and preeclampsia. Angiogenesis stimulation therapies
may even help to regenerate damaged or lost tissues such as nerves and brain tissue.

To better understand the factors that influence blood vessel growth, approaches from the fields of
Mathematics and Physics play an important role. Currently, the input from these fields is key on the
research on angiogenesis and it can serve as a stepping stone to develop better approaches to the broader
problems that are influenced by vascular dynamics. Researchers of these fields commonly use the aid
of computer modelling and simulation to tackle the biological principles underlying these issues. By

modelling the basic principles inherent to the system studied, they can reach conclusions about more

*according to the Angiogenesis Foundation: ' http://www.angio.org/’


'http://www.angio.org/'

complex issues that depend or can be connected to them. Hence, by using computer simulations, the core
mechanics of the problem studied can be tested and understood.

The existent research has achieved models that simulate certain steps>> or even the entire angiogenic
process>!. Yet, a scarce amount of models account for the mechanical effects of the neighbouring tissues
on blood vessel growth and their effect during angiogenesis. Furthermore, these effects are non-negligible
on one of the most crucial steps during angiogenesis — sprout migration and proliferation. Thus, by
including the interplay between the inherent mechanical characteristics of the system and its evolution, a
more accurate emulation of angiogenesis can be created.

Consequently, better simulations lead to improved predictive capability as well as provide informa-
tion that increases our understanding of angiogenesis, blood vessel growth and restructuring. With this
data, a better contribution can be made to research on the broader problems of tumour growth and tissue

regeneration.



1.2 Objectives

The development of a phase-field model that included the mechanical effects was the main goal of this
work. Our model is included in the continuum model type and uses a force field to incorporate and
manipulate migration in accordance to the known mechanics. However, the quantitative parametrisation
of the model was not one of the goals of this work.

The first step taken in this work was to better acquaint myself with these types of models, by simulat-
ing already existing models and understand their properties and equations.

Then, we proceeded with deriving equations that described the elastic characteristics of the system and
compare them with the literature available. In our case, the approach used to modelling these mechanical
effects was only applied before in the context of Materials Science??, hence, this kind of implementation
to study a biologic process is pioneering. Thus, to test the viability of working with a phase-field in
this topic we extensively simulated various outcomes that increased our awareness of its potential and its
underlying principles.

With this data, we devised ways to manipulate and control the system so that it would mimic blood
vessel growth.

These several stages followed the typical progress in experimental modelling; each stage supplied
information about the general viability or viable direction to take in the subsequent stage. Specifically,
in this work we tried to verify if the several manipulations we induced on the system were in accordance
with the biological information available.

These stages and the full model statement will be given in the Model Development chapter. Only the
last step in the model, which includes the know-how of all the previous steps, will be discussed through
its results on the appropriately named Exploring the Model chapter.

An additional objective proposed was parallelizing the code to work in a shared memory system, such
as the computational cluster present at the Departamento de Fisica. This entailed attending classes on
Parallel Computing that taught the fundamentals of code parallelization through openMP and MPI in two
different computer languages, C/C++ and Fortran.

The final goal was documenting the work done and discussing it in the form of a thesis that would
later be reviewed.

In conclusion, through these tasks, several techniques from Mathematics and Physics were used to
deepen the knowledge of a topic with Biological and Medical relevance. This resulted in an interdisci-
plinary work that bridged the areas mentioned, which we believe is the goal of the Biomedical Engineering

course to which this work was proposed.



1.3 Molecular Biology Background

This work entails a complex biologic process that has several components around it that are important for
the global understanding and appreciation of the angiogenic routine.

Features of these components will be used throughout the work. To clarify some of choices that
were made when deriving the mathematical model, specifically those made to accommodate the biologic
content, a short introduction of the different mechanisms and components of relevance to angiogenesis

follows below.

1.3.1 Endothelial Cells

Endothelial cells constitute the endothelium, a thin layer that lines the interior of blood and lymphatic
vessels. This layer forms an interface between the vessel wall and the lumen, where blood flows.

The endothelium is a specialised epithelial tissue. The distinction between endothelial and other
epithelial cells comes from their origin during embryogenesis.

Being a lining to blood and lymphatic vessels, the endothelium has the ability to form different kinds
of junctions with its surrounding tissue. These adhesion and communication complexes’ types and fea-
tures depend on a great amount of factors, like the type of vessel and the characteristics of the structure it

perfuses.

Lumen

- Endothelium

Smooth
muscle

Figure 1.1: Blood vessel cross-section image indicating the position of the lumen and endothelial cells.

There are mainly three types of cell junctions: gap junctions, which are communication structures that
allow the passage of small molecular solutes between neighbouring cells; tight junctions, that act mainly
as a barrier, regulating permeability and maintaining cell polarity, and adherens junctions, that play an
important part in contact inhibition of endothelial cell growth. In addition, these junctions are of extreme
importance for a correct organization of new vessels in angiogenesis.

The adherens junctions form a continuous adhesion belt, called zonula adherens, that encircles the
interacting cells in the tissue?. By connecting directly to the actin cytoskeleton of the cell, this junction
allows for resilient and slightly elastic behaviour. Hence, they are relevant in cell migration.

The endothelium acts as a semi-selective barrier, controlling the passage of materials and the transit of
white blood cells into or out of the bloodstream. Endothelial cells are able of internalizing large molecules

present in the extracelular medium, thus enabling transport of molecules between the lumen of the vessel

10



and the rest of the vessel wall °.

If in direct contact with blood, these cells are called vascular endothelial cells. These line the entire
circulatory system, from the heart to the smallest capillaries, and have specific functions, including fluid
filtration (e. g. in the kidney), blood vessel tone (i.e. vasoconstriction and vasodilation), hemostasis and

hormone signalling.

1.3.2 Pericytes

Pericytes are cells commonly present in the endothelial layers of capillary blood vessels in the brain. They
are important in the maintenance of the blood-brain barrier and other homeostatic functions. In this topic,
pericytes are important because of their functions as blood flow regulators and monitors of endothelial
cell maturation and dormancy. Also, they are one of the main type of cells that produce collagen, the most
abundant protein in vertebrates, which is used mainly for structural support (e.g. as a component of the
Extracellular Matrix).

They are associated with permitting endothelial cells to differentiate, multiply, migrate, and form
vascular branches. In addition, they have somewhat inelastic and stiff properties, granting some measure
of rigidity and stability to the blood vessels’ wall.

New views grant the pericytes further capabilities of blood vessel remodelling and influence on en-

dothelial cell migration ', increasing their significance in the context of this work.

1.3.3 Actin

Actins are proteins found in most eukaryotic cells, especially in their cytoskeleton. They normally assem-
ble themselves into long, linear polymers, called microfilaments. Microfilaments are involved in changing
cell shape and maintaining its structure, due to their flexible, but resilient properties. In addition, when ag-
gregated with myosin (a motor protein), forming a bulkier polymer, actomyosin, they are able to contract
and elongate. These characteristics are fundamental for cell movement.

Actin polymerization is, naturally, directional, having a growing end. In the opposing edge, actin
monomers are recovered through disassembly. Thus, recycling of actin monomer occurs continuously,

freeing monomers necessary to fuel the expanding end.

1.3.4 Extracellular Matrix

Normally abbreviated to ECM, the extracellular matrix is the non-cell part of a tissue and it is one of
the most abundant complexes in the animal body. As such, it is an important component in supplying
structural support in the body. Moreover, it is also important in controlling the cell’s dynamic behaviour,
as it can sequester growth factors in its mesh'>. These can be released by degrading part of the ECM’s
matrix by using specific protein degrading enzymes called proteases. This type of activity occurs naturally
during cell migration, mediated by the cells themselves. It is important to note that by accumulating
growth factors, some types of rapid growth are possible without synthesizing the growth factors from

scratch.
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The extracellular matrix can be divided into two main branches: the basement membrane and the
interstitial matrix. The space between cells is occupied by the interstitial matrix, which is filled with
fibrous proteins and long polysaccharides. This enables it to support the various stresses forced upon it
by other cells and tissues!. The other constituent, the basement membrane, acts as a surface scaffold on
which epithelial cells rest. Effectively, it anchors the epithelium to the lower substrates, increasing its
protective role as a mechanical barrier against pathogens and malignant cells. Recently, it was concluded
that the basement membrane also plays an important role in angiogenesis by accelerating endothelial cell

differentiation 4.

1.3.5 Integrins

An integrin is a receptor protein that mediates and makes possible the attachment between a cell and
the surrounding tissues. Yet, integrins do not function solely as mechanical links to the neighbouring
tissues; they also give important information about the nature of the cell’s surroundings. They dynamically
cooperate with signals from receptors in the cellular membrane and enforce cellular decision on what
action to take (e.g. movement, differentiation). Integrins are present on the surface of most cells in the
human body.

Nevertheless, in the context of this work, the integrin’s main role is the adhesion between endothelial
cells and the extracellular matrix. Here, integrins function as hooks, grabbing a strand of the extracel-
lular matrix. Mediated by other molecules, they can connect to the cell’s actin cytoskeleton. Integrin’s

)32 or small,

connections to the ECM can take the form of large, stable adhesions (i.e. focal adhesions
transient adhesions (i.e. nascent adhesions) that can mature into larger adhesions or disassemble®. As
such, they function as mechanical anchorage between movement starting actins and the reasonably static

extracellular matrix.

1.3.6 Cell Migration

Cell movement during angiogenesis is a very important concept. This biologic context will clarify the
need to include the mechanical properties of the system into a coherent model of the angiogenic process.

Cell migration can be divided into four distinct steps.

Polarization

In migrating cells, polarization is the propensity of forming structurally different fronts and rears, with
distinct roles. This polarity arises from directional cues influencing the migration present in the system.
These directional cues can be chemotactic (caused by varying concentrations of chemoattractants in a
soluble fluid), haptotactic (where the gradient of chemoattractants is bound on a surface), mechanotactic
(fluidic shear stress), or some combination of these.

The cell’s leading edge usually has a protrusion generated by a high degree of actin polymerization.
Also on the forward end, adhesion to the vicinity is accomplished by means of integrins. On the opposite
edge, disassembly and release (i.e. recycling) of both microfilament monomers and adhesive integrins

occurs.

12



Protrusion

A protrusion is the extension of the membrane in the direction of migration (i.e. the leading edge). These
protrusions are dubbed pseudopodia. Depending on their appearance, several classifications exist; in
endothelial cell movement, the most common type of pseudopodia is filopodia, which are thin, slightly
fusiform, and mostly filled by ectoplasm.

To form a filopodium, three steps need to happen sequentially:

1. Expansion of the plasma membrane;

2. Formation of an underlying backbone that supports membrane extension;
3. Establishment of contacts with the surrounding layers to provide traction.

The traction created by integrin links facilitates the movement of the rest of the cell body. The protru-
sion is produced by local actin polymerization. Filopodia are comprised of actin microfilaments that are
arranged into long parallel bundles. Due to their ‘spike-like’ arrangement, filopodia are able to probe the

medium in the direction they are projected and are especially well attuned to find mechanotactic cues.

Adhesion

Adhesion to the surrounding medium is mediated by integrin receptors. By forming links to the surround-
ing layers, integrins also trigger signalling pathways that regulate (i.e. promote or inhibit) the formation
of protrusions. As mentioned, they connect the extracellular medium to the actin cytoskeleton, thus pro-
viding traction for migration.

Adhesion can only occur at specific sites on the cell’s surface. These vary in shape and size, from
the big, circular focal adhesions to the small and elliptic nascent adhesions. Their shape and size also
carry physiological implications: the smaller types are able to promote faster actin polymerization and
recycling and, therefore, are better suited for fast migration’. Also, the adhesion site’s size is a relevant

factor pertaining to its strength; smaller sites usually provide less robust links than bigger adhesion spots.

Cell Movement

Cell translocation by contraction of actomyosin is not well understood?!. However, forward movement
is possible due to actomyosin contraction. As the actin cytoskeleton is linked to the ECM by integrins
on adhesion points, actin polymer contraction at the adhesion site will exert a compressive force. This
force would pull the actin cytoskeleton forward, along with the cell body, and the ECM back towards the
force’s focus. As this force is equal in both directions, the net movement should be zero. However, due to
the polarity of actin polymerization (assembly at the front and disassembly at the back) and the relative

1621 Furthermore, be-

strength of the adhesion contacts, there is a bias towards forward cell movemen
cause of the static traits of the extracellular matrix, pulling on this substrate leaves it relatively unmoved

while having a significant increase in movement for the cell.
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Direction of migration

I
|

Figure 1.2: Simplified scheme of cell movement with descriptive stage names that illustrates the integrin-

actin dynamics.

The rear end’s retraction is the result of the disassembly of the adhesion spots at the lagging end??
and recycling of actin polymers. These factors combined with proteolytic cleavage of the proteins link-
ing integrins to microfilaments, create a detached rear end that will move itself towards the cell body’s
middle 6.

14



1.4 Angiogenesis

Angiogenesis is the physiological process of blood vessel growth from pre-existing vasculature. It is
specially relevant in development and growth?®. This phenomenon is present in embryogenesis, where it
creates rich microvasculatures with minimal energy dissipation®.

Withal, it is also pivotal for wound healing. A wound creates a low-oxygen environment locally (i.e.
hypoxia), which will cause cells to release angiogenic stimulating factors. Due to the hypoxia, cells only
have anaerobic metabolism available, which outputs lactic acid. Both the hypoxia state and the conse-
quent presence of lactic acid stimulate endothelial proliferation towards the wound. Thus, angiogenesis
restructures the existent vasculature to create blood vessels in order to supply the wound with adequate
blood flow. When the oxygen and nutrient needs of the area surrounding the wound have been met, an-
giogenic factors stop being released, as the cells are no longer exposed to an abnormal environment. In
turn, this will signal reduced proliferation and subsequent apoptosis of unnecessary blood vessels'!.

However, angiogenesis is also a determinant factor in several pathological cases. The most predomi-
nant and more extensively studied is the influence of blood vessel growth in tumour development. Tumour
growth, because of its high metabolic rate caused by its rapid cell division, relies heavily on blood irri-
gation for nourishment. Without sufficient blood flow the tumour’s cells would enter a state of hypoxia.
Although the surface cells may have sufficient irrigation, the core cells have a very restricted amount of
oxygen and nutrients. It follows that at the the tumours’ core, because of the hypoxia, there is production
of lactic acid. While this dynamic is maintained, the core cells eventually enter apoptosis, as nutrients
and oxygen become scarcer over time. The confined nature of the inner cells due to the fast growth mi-
gration restrictions causes a necrotic area at the tumour’s centre". In this stage, a tumour is classified as
non-threatening. Notwithstanding, it is in this stage that is begins actively searching for nourishment. The
contribution of the state of hypoxia and the presence of lactic acid stimulate the production of angiogenic
factors. These will stimulate neighbouring vessels to proliferate towards the tumour and supply it with
the materials it needs to proliferate and grow in size.

The cases mentioned above are enough to understand some of the roles that angiogenesis takes in
some important physiologic processes, both natural and pathological.

Depending on the progression, role, or place where angiogenesis occurs, it can be classified as one of

two types: intussusceptive angiogenesis and sprouting angiogenesis.

1.4.1 Intussusceptive Angiogenesis

This type of angiogenesis, also called splitting angiogenesis, forms new vessels by splitting existing ones.
The capillary vessel wall protrudes into the lumen and continuously extends itself until it connects with
the opposite wall, creating a split capillary vessel. It consists of four main phases.

In the first phase, direct contact of opposite located cells is established by protrusion of the ves-
sel’s walls into the lumen until contact is made. Usually, the contact spot is a very dense area, popu-
lated by inter-endothelial adherence zones in the opposite wall, while the initial movement spot is very

contractible. This initiation process is normally attributed to the contractile motion of the vessel wall,
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however, recently, hydrodynamic forces have been invoked as a potential agen

Figure 1.3: Sequence of steps that lead to the formation of a septum.

After having made contact, the cell’s walls form a cylindrical bridge extending across the lumen.
This is accomplished by reorganizing cell junctions and allowing both the vessel’s bilayer and the basal
membrane to be perforated. This tissue bridge is very thin and only enveloped by endothelial cells.
Precursor cells to the extracellular matrix, along with pericytes, gradually fill the inside of the cylinder’s
core.

Then, the core’s cells begin layering collagen, important fibres for the growth of the extracellular
matrix. The interstitial space is still not able to support the usual dynamics present on blood vessels.
However, the collagen matrix layered will soon have the myriad of components necessary to become an
actual ECM, which will support the growth of the vessel’s lumen.

After the last step, the blood vessel will be locally divided into two smaller vessels; two vessels
separated by a mature septum. By merging these septa continuously it is possible to effectively ‘split’ the

entire vessel along its length as seen of figure 1.4.

Figure 1.4: Septa continually merging to form vast capillary networks from a small amount of vessels.
A noticeable advantage of this type of angiogenesis is that it can occur without increasing significantly
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the number of endothelial cells by instead reorganizing the existing cells into a greater number of capillary
vessels. Because of this, it is a very common process during embryonic growth and development, where
cell creation is more costly (i.e. cell division has a very high energy expenditure). In addition, because it
does not rely on cell proliferation, which in ample scale is slow, these restructuring phenomena can occur

in a matter of hours or even minutes?.

1.4.2 Sprouting Angiogenesis

In the sprouting counterpart, new cells are created when forming the new blood vessel. It usually follows
well-defined stages. First, signalling proteins are released by tissue cells, possibly following rupture or
lack of oxygen concentration. These proteins are commonly growth factors; in this study, we emphasise
the Vascular Endothelial Growth Factor (VEGF). This factor and its influence on angiogenesis is the most
commonly studied 318,

Upon its release, this signal causes a response in endothelial cells of close-by vessels. Blood vessels
are usually in a dormant state, entrapped in pericytes. In this state, they are spatially constricted and are
not capable of migrating. The response elicited by the growth factors changes the endothelial cells to their
activated state. When this happens, several cascading effects start occurring; one of the most significant
is the release of enzymes called proteases. These enzymes degrade the vessel’s wall proteins, which are
its main constituent, allowing endothelial cell’s migration. In the following step, a part of the endothelial
network begins its migration, using its tip region to sense directional cues. By following these cues, it is
able to migrate in the direction of the source of the released factors.

Soon, the migrating cells start to resemble a sprout, with sensory tips and long stalks. The sprout’s tips
have the role of probing the environment for concentrations of growth factors. However, because there
is only one tip cell for each stalk, it has a limited scope of perception of the flow and concentration of
soluble factors. This role specialization allows for different areas to be probed simultaneously. Moreover,
cells can have different amounts of growth factor receptors, which represent different sensibility. Thus,
it is possible for some cells to migrate in wrong directions if they incorrectly sense the direction of the
growth stimulus. Actually, recent studies '* show that for this very reason, there is competition for tip cell
position between cells with different receptor amount distribution and concentration. Understandably,
this competition arises from natural selective pressure, forcing the population as a whole (i.e. instead of
controlling each cell individually) to migrate in the correct direction.

The stalks are pushed along by the migration, because these strands of cells are interconnected tightly
by adherens junctions. Furthermore, the cells proliferate quickly during migration to compensate for
the massive difference in cell density created by the migration itself. At this stage, proliferation can be
triggered by the soluble growth factors or even the mechanical stimulus of the force exerted for trac-
tion 0. Nevertheless, the increase of proliferation fuels the endothelial stalk with new material, contribut-

ing greatly to the migration’s success.
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Figure 1.5: Simplified illustration of the some important steps and components of sprouting angiogenesis.

When the sprout connects to the target source of factors, usually a vessel, it forms loops creating a
lumen. Then, it begins maturing, promoting the proliferation and migration of pericytes. Their influence
will return the endothelial cells to its dormant state, as their concentration reaches the necessary level,
creating a vessel capable of sustaining blood flow.

When blood flow is established on the proto-vessel, the final steps of maturation occur, which are
related to several signal cascades that are outside of the scope of this work, resulting in a full-fledged
blood vessel.

From these steps, we can conclude that sprouting angiogenesis has invasive characteristics and is,
thus, able to bridge vascular gaps, which is evidenced in its presence during wound healing. However,
it is a slow process because it relies heavily on cell proliferation and, in most cases, soluble cues, which

diffuse slowly>.
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1.5 Mathematical Models Overview

Currently, several approaches to modelling angiogenesis (or parts of it) have been implemented. As any
biological process, blood vessel growth depends upon other routines that are equally complex, having
several different signalling molecules and receptors, distinct signal transduction cascades and dynam-
ics. Thus, any model starts with a simplification of this intricate conglomerate of processes, both in the
molecules used and in which sub-processes to focus on.

Albeit there is an arguable consensus on the main mechanics of blood vessel growth, different re-
searchers choose different modelling strategies and implementations, resulting in a very diverse spectrum
of simulation types. Most teams focus their attention on sprouting angiogenesis, for it is the most re-
searched of the two types of angiogenesis. Nonetheless, even by restraining their focus on a single type
of angiogenesis, there are still distinct ways to model this routine. Usually, the different approaches can
be divided in cell based models, population based models and, more recently, hybrid models 2.

In cell based models a microscopic view is taken. Each cell is modelled individually and for every cell
many interactions and rules have to be expressed. Obviously, this incurs a massive overhead on calculation
as the system increases in size and complexity, as is the case when more processes and interactions are
added. Moreover, with increasing number of rules and parameters the system becomes progressively more
sensitive and harder to control, as even the tiniest of modifications may cause global alterations. Most of
these parameters must be observed experimentally, which poses another difficulty, as their measurement
is sometimes impossible due to biological constraints (i.e. measure in vivo parameters). Thus, they are
usually postulated in a way that allows the system to converge and be well-behaved.

The macroscopic approach usually deals with tissue, hence it deals with cell population instead of
single cell interaction. They use average concentration or density of endothelial cells and use diffusion
equations to model their movement and interaction dynamics. Their capability of inferring about the
topology of the structures modelled is limited; they are unable to accurately model vessel branching or
overall vascular mesh.

As of late, some researchers have combined both types of models that describe the system in both mi-
croscopic and macroscopic views 23!, These types of models describe the bulk of the angiogenic process
as a tissue, but track and cover the dynamics of some important cells. In blood vessel proliferation, tip
cells are pivotal and, as such, their interactions and influences feedback on the entire system. Promptly
it can be noticed that this type of hybrid model has a lower computational overhead, as it deals with the
population dynamics instead of single cell interactions, consequently having fewer rules and parameters.
However, it is capable of predicting resulting capillary networks, through the modelling of tip cells anal-
ogously to the microscopic type models. Hence, it can incorporate routines occurring at the cellular and
tissue level. In theory, this approach combines the best components of both types of models.

Even though many approaches were taken to tackle this modelling problem, only a scant amount
account for the mechanical traits of the system studied, namely the blood vessels and the surrounding
medium. This leads to an area that needs enlightenment, as we do not understand or are able to predict
how the mechanic signals influence vessel growth. Some authors infer greater importance to the inclusion

of mechanical characteristics, as angiogenesis occurs in a mechanically dynamic environment %28,
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Our model is inserted in this specific area: a continuum model of blood vessel growth that takes into

account the system’s mechanical characteristics.
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Model Development

2.1 Background

The idea of modelling angiogenesis with phase-field is fundamentally based on its simplicity in treating
relatively complex systems. In our case, instead of dealing with every cell and their interactions to neigh-
bour cells, which would have a tremendous computational overhead with increasing cell population, we
study the shape of the cell population as a whole. This way, we can use simple differential equations to
model their dynamics and not worry with case by case effects and interactions, while still being able to
track individual cells.

To immerse ourselves in these types of models, the first goal was to effectively model and comprehend
phase separation. In order to accomplish this, we begun by modelling a system’s evolution based on a

notorious !7-34

fourth order, parabolic partial differential equation - the Cahn-Hilliard equation.

The Cahn-Hilliard equation describes phase separation of binary fluids. These fluids have two distinct
domains or phases; the result of applying the Cahn-Hilliard equation is a system where both phases are
clearly separated and pure (i.e. same value inside their domains). This equation is normally formulated
in order to the fluid’s concentration; however, it can be rewritten as depending on an order parameter, ¢.

Hence, the Cahn-Hilliard equation can be written as:

2.1) % = DV? (¢* — ¢ — V?9)
where D is a diffusion coefficient.

As we are dealing with cells, D is usually replaced with M, which stands for mobility and is always
positive. This is a simple change in formalism, as cell diffusion is not a logic parameter in this subject
matter. As such, in this analogue we will always be talking about cell mobility.

This equation is the result of minimizing the system’s energy functional. The system’s dynamics can
be represented by the energy it costs to be in a certain state. This energy cost is a scalar value that depends
on the system’s state. This state, in turn, depends on the order parameter field ¢(r, t), so the term energy
functional arises. Physically, this free energy functional is dissipative®*, so the system is expected to
evolve in such a way that it minimises the total energy, moving from a higher energy level to a lower
level.

In the CH case, we begin from the Ginzburg-Landau free energy functional:

22) Flo) = [ dr[fo(6) + J (Vo7



where fy(¢) is the free energy density that in this case is given by:

¢t ¢
(2.3) fo(¢) = T 3
replacing (2.3) on (2.2) we get:
i ¢4 ¢2 Y 2
2.4) Flg| = /dr [4 5 + §!V¢|

The free energy density fo(¢) can be manipulated into giving us different values for the phases’
domains. This is accomplished by a simple alteration of the function in (2.3)?*. In this case, as we want

to minimise the free energy functional, we will use:

af
(2.5) a6 0

which gives:

(2.6) p=-1Vop=0Ve=1
2
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Figure 2.1: Double well shape of fy(¢) to clarify the global minima at points ¢ = —1 and ¢ = 1.

Of these values, ¢ = 1 and ¢ = —1 represent the global minima of the function (which is better
illustrated in figure 2.1) and, as such, they are the values corresponding to the two pure phases.

The remaining term on (2.2), 2|V ¢|?, incurs a penalty for non-optimum interfaces, forcing the surface

interface’s perimeter to be minimised. This arises from the gradient of ¢ being highest at the interface
between the two phases, because it bridges the two values of the domains (i.e. ¢ = 1 and ¢ = —1). It
follows that a larger interface surface would contribute a bigger term to the energy functional, which is

the opposite of our objective: minimise (2.2).
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Calculating this functional’s derivative systematically:

@) 5F = Flo + 0] - FIo
4
Flooo) = [ar [LHI0_OHIP L4 2906+ 50y

eliminating terms higher than d¢ because of their insignificant contribution and using the gradient’s lin-

earity:

[¢4+4¢35¢ ¢* — 24 6¢
5 +

+ % (Vo) + 2(v¢.v5¢))]
[ ot LT+ a0+ w(va&m}
6] + / dr [¢35¢ 606+ (V6.V0)]

integrating by parts with periodic boundary conditions the last term:
Flo+ 6] - Flg = [ ar[6%6 - 639] - [ dr[1667%]

5F:/dr [¢° — ¢ — v V?¢] 60
oF
8p

However, because we want to manipulate the time evolution of the order parameter map (i.e. ¢) and

(2.8) =¢* — -V

it is a conserved quantity in our system, we use the canonical continuity equation:

06 .
(2.9) o = Vi

where j is the concentration flux, which is proportional to the chemical potential in this manner:
(2.10) j=D(=Vp)

and p is the chemical potential, which quantifies how the energy changes when the particles change

position, thus having the following formulation:

OF
(2.11) = %
combining (2.11) with (2.9) and (2.10) results in:
09 9 OF
2.12
(2.12) Frie DV 7

replacing with the derivate we calculated in (2.8)

09

(2.13) T

= DV2(¢* — ¢ — 7 V20)
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It can easily be seen that the last equality, (2.13), is identical to (2.1), as we wanted to prove. Also,
consider that these equations force the order parameter ¢ to be conserved as its evolution follows the
continuity equation (2.9). Hence, the mean value of the order parameter ¢ remains the same throughout

the simulation.

Simulation wise, we have a two dimensional, lattice (i.e. grid) map that holds the values of an order
parameter that distinguishes the two phases of the system for every point in its surface. Simultaneously,
we use a partial differential equation to describe the temporal and spacial evolution of the order domains

(i.e. their dynamics).

At each iteration, both elements repeatedly supply information to the other; the continuous equation
gives the next iteration’s value, which is then replaced in the lattice map. Noticeably, the mapping takes
continuous information and stores only discrete steps of this data, which is inevitable, due to its lattice

nature.

This gives rise to an easily implementable model which is highly modular; starting conditions can be
promptly swapped by changing the initial mesh while dynamics can be altered by changing the governing

equations or parameters.

We opted for periodic boundary conditions in this test. With this type of boundaries, the neighbour of

a point at the boundary is at the opposite boundary.

A useful notion arises by noticing that there is a single solution to the CH equation for a given initial
data3*. Therefore, using the same starting lattice map with equal initial conditions returns the same result.
So, despite the stochastic nature of the initial values, the result at each iteration is completely deterministic
and given by (2.13). We took advantage of this feature, both here and in later cases, to investigate the
influence of changing simulation parameters (e.g. the diffusion constant). Obviously, differences in the

two runs that differ by a parameter can only be accounted by the altered parameter itself.

It is evident that, in order to calculate derivatives, the equations need information that is obtained from
the surrounding area. In the continuous case this is trivial, however, the mesh stores only discrete samples
of values, sampled from the continuous case with a spacing h. Hence, an approximation was needed. For

this purpose, (2.13) was approximated using the finite differences method, resulting in this formulation:

ot — pn
i, 1,
I = DV (@) — b — Vi)

i) = 0Ly + ALDVE (67 — iy — 7V 0i;)

In the above equation At is the step size used in the approximation. This step size was chosen to be
as close to the threshold for stability as possible in order to have a fast enough simulation. We used for
this simulation At = 0.02 and D = 1. We will use these values constantly throughout the development,

as such, they will be omitted in simulation descriptions.

24



In addition, by using finite differences approximation on the Laplace operator V2, we get:

82¢’ . 82(;5. .
V24 - — i, i,
9i ox? * 0y?
L Pizhj = 20ij + Gixng | Pij—h — 20ij + Pij+n
= 2 T 2
 Pi=hj + Pithj + Gij—n + Pijrn — 4Pi

h2
because we are in a unit lattice mesh we will use A = 1 as the spacing, resulting in:
V20ij ~ i1y + Givrj + Gijo1 + Pijp1 — A

For the initial conditions in this test, we chose the most usually used in a simulation environment:

superimposing a random noise component on a predefined average value inside the spinodal region®.

(d) 23000
I‘ . { -l |
(e) 45000 (f) 90000 (2) 140000 (h) 250000

Figure 2.2: Simulation on a 128 lattice square mesh of the Cahn-Hilliard equation with At = 0.02 and
average order ¢ = 0. Below each image is the iteration number.

Usually, only a small random perturbation around the average value is necessary. In our case, we
used gce’s™ built-in pseudo-random number generator to populate the mesh with a distribution of values
in the [—0.005 : 0.005] range. In this range, the average order value is null, as, in principle, there is equal
probability of each point having ¢ < 0 or ¢ > 0, thus, in average ¢ = 0.

In these results several properties of spinodal decomposition can be observed. From a disordered
initial state, we see, very early in the simulation, the formation of ordered domains with well defined
order parameter ¢ values. This arises directly from particles of the same type reorganizing themselves
spatially to minimise the system’s enthalpy. Thus, interactions between particles of the same type are
favourable, while interactions between different types of particles are unfavourable.

A curious phenomenon that can also be observed in figure 2.2 is the disappearing of small domains
by adding their material to the larger domains. This is called Ostwald Ripening?’. In this situation, it is a

*http://gcc.gnu.org/
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consequence of the interface minimization term we added to the free energy, that represents the concept
that molecules on the surface of a particle are energetically less stable than those in the interior. According
to the Kelvin equation’, the unstable molecules on the surface of a small particle will detach themselves
and diffuse into the medium. When saturated, these free molecules usually condense on the surface of the
larger particles. Moreover, if a phase is more abundant than the other, this phenomenon is more likely to
happen.

In the end, the system converges to a solution that consists of mostly large spherical domains. This
tendency can be partially observed in the last images of figure 2.2.

This test was a good starting point to understand and gain experience in modelling simple phase field
models and to study their computational efficiency. This simulation’s script allowed experimentations on

modularity of the program for use as a stub or skeleton for later models.

This equation’s formulation and a more detailed discussion are in appendix A
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2.2 Including Elasticity in Phase-field

We will start by reformulating our free-energy functional to include a term of elastic energy. This term

has the following canonical form:

2 2 2 2
ot e =2 (Do) 42334
i it g

where A is the first Lamé parameter, (. is the shear modulus and ¢;; is the strain tensor given by:

1
(2.15) €ij = 5(&% + Oju;)

in which u is the displacement vector.
Our interest is in the volume dilation and shear characteristics. For this purpose, we will rewrite (2.14)

in the following way?:

2 2
1 1
(2.16) fa(w) = K (Vu)* + 2> (2(@-% + dju;) — daijv.u>
.3
where K is the bulk modulus and d is the dimension of the system.
We assume that the bulk modulus K is constant throughout the simulation, but that the shear modulus

depends on the order parameter is this way:

(2.17) p= o+ p1¢

where 111 < g so that in no instance we have p < 0.

Because of this term, we quickly cause an asymmetry on the mechanical effects of each of the phases;
one is a "soft"” phase (i.e. more pliable), whereas the other has greater resistance to these effects — a "hard"
phase. We deduce this from the value of p7; positive values of ¢ result in a shear modulus that is bigger
than p9. On the other hand, negative values result in a i lower than p. In conclusion, negative values of
¢ correspond to a lower shear modulus, thus a "soft" domain, while positive values of ¢ correspond to a
"hard" domain. Seeing as after phase separation all values that are not in an interface will belong to the
two pure domains, we will have pure hard and soft domains.

Before integrating this new term in the free energy functional, we will add yet another term. This
new term arises from the possible differences in isotropic strains of phases with the same elastic moduli.
There is a simplified solution to this problem in the form of an empirical rule called Vegard’s Law®. In
its statement, this rule relates concentration change to the spatial distance between unit cells in a lattice.
Thus, we can relate volume dilation with the order parameter.

The volume dilation can be given by the trace of the strain tensor, as they are the components of strain

in the directions perpendicular to the volume’s surface. As such, we can easily see that:

(218) T’I“(El'j) = 8111,1 =V.u

%As described in appendix B

27



Hence, the term corresponding to the Vegard Law can be written as a¢V .u, with « as a proportionality
constant. Adding this term and the elastic energy (2.14) to the free energy functional (2.2) we get its final

formulation:
@.19) Flovul = [ dr [fo(@) + JIV67 +aoVu + fulw

We will now proceed by eliminating the elastic field u from the functional by using the same method
as in (2.7). Eliminating the elastic field is necessary due to the different time scales of the two fields,
resulting in much simpler equations.

F+6F = /dr [a¢v.(u+6u) +% (K - 2:) (V.(u+6u))* +

g(aj(uz + 5uz)8z(uj + (5uj) + 81(11,] + 5uj)8z(uj + (51@))}

eliminating terms with order higher that du :

5F = / dr [—6u(av¢) _suv KK _ 25) V.u} 50 (0 [udyus] + O, [uaiuj])]

oF 2
a =aVo+V [(K — :) Vu:| + 0; [u(’?jui] + 0; [u@iuj]

The elastic relaxation of the system is much faster than the phase dynamics as mentioned before.
Therefore, we impose the mechanical equilibrium condition:

SF

2.2 or _
(220 bu "

The next step is to replace (2.17) and Lg = K + po (2 — %) in the mechanical equilibrium equation.
Because the shear modulus ;. has two different components, we will also have u = u® +u' and u® > u'.
As the equations are large, we shall divide their derivation into two steps: terms of zeroth-order and first-
order.

Consequently, for the zeroth-order:
aVe + (Lo = po)V (V.u") + pV?u’ = 0
taking the divergence of this equation results in:
aV2p+ (Lo — p10)V* (V.1°) + poV? (V.u°) =0
&aVi¢+ LoV? (V.u’) =0

ag

=v.au'=—
u Ty

O:

using a new potential w that can be derived from u — L%Vw, the equation becomes:

(2.21) Vw = ¢
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Notice that this expression is written for when ¢ = 0, i.e. the displacements only occur when the
order parameter deviates from the average. In the simulations we present, we subtracted ¢ from ¢. For
simplicity we will keep deriving the equation with ¢ = 0.

With (2.21) we can now eliminate the elastic field from the equations by substituting them on the free
energy equation. We will use the same strategy as above and separate the zeroth and first orders and check
their contribution for the final equation individually.

Thus, for the zeroth-order, we have:
(2.22) FOlp,u] = / dr [fo(¢) + adV.u+ f9]

using (2.21) and the expansion of fY given on appendix B:

r 2 2 2 2
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(2.23) = /dr [f(o)]

The final equation has no dependence on u as intended. Moreover, this term differs from the Cahn-

2
Hilliard equation by —%, which, given suitable values for these parameters, simplifies to a similar

equation.

For the term proportional to the first order:
Flip,u] = / dr [apV.u' + f1]

substituting (2.21) and the expansion of f ell that is given on appendix B on this equation, gives:

K 2
Fl¢,u] = /dr [OxV%JV.ul — L—QVQwV.ul + %(]ﬁ@jw&jw—
0

o’ 204#0
dL2 (V2 )2 &J (9] i + Eﬂov%ﬂv 11:|

2 2
. /dr {_z‘ ( Lo+ K + 20 — d) V2wVl + £ ¢azjwa”w 2 “l(b(v%)?}
0

? 1
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completing the squares:
(2.24)
1 pa? 1 2 ’
F [¢] = 12 /dr ¢ (5'2']'(,0 — géwv w>
0

Ending in another term that has u eliminated. Putting (2.23) and (2.24) with the remaining term of

(2.19) together, will return the final formulation for the free energy functional fully independent of terms

proportional to u. Thus:

FM_/M

or more compactly:

2 2
)+ J(707 + s (0 18,77

M1042
2
L

~
Flol= [ ar|f0)+ J(vo + 560
with Q = (aijw — ééijvzw)Q.

As before, we want to study the temporal and spatial evolution of the order parameter. Using the same
type of equation as (2.12) leaves us with the task of calculating %' As the first two terms have similar
derivations to the Cahn-Hilliard solution, only the third term will be computed in the following:

27 1 1
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Adding this term with (2.8) and replacing it in (2.12) returns the dynamic equation of the system’s
evolution. We now replace p1 by gg, with g = p1a?/L2, emphasising its importance in weighing the

effect of the elastic terms:
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We started simulation of these equations with the initial availability of each type of material biased, in
this case towards making hard material predominant. To this effect, the initial mesh had an average value
of 0.2 for the order parameter, with pseudo-random noise added with values in the range [—0.001; 0.001].
This way, by averaging all values of the order parameter we would have, ideally, ¢y = 0.2.

This model was extensively simulated with different arrangements of the available factors and com-
pared against the previously mentioned literature. The results were similar, so both the modelling proce-
dure and the equations used were proven correctly implemented.

An interesting and important parameter in this step of modelling is the elastic prevalence gg. This
factor is responsible for the influence that the elastic terms have on each step of the system’s evolution. It

is directly observable from equation (2.25) that with gg = 0, it would become:

99

(2.26) 5

=V [¢’ — ¢ — V9]
which is (2.1), the Cahn-Hilliard equation. Hence, a very low gg value will result in results very similar
to the ones given by the CH equation.

Comparing the results obtained with having changed only gz, we can see that for both values of gg
the system follows the usual steps of phase separation by creating two distinct domains. However, very
early in the simulation with a high value of gg (figure 2.4), the soft material (in black/blue) deforms itself
to bridge same value domains, while in the case with a low value of gg (figure 2.3) formation of round,
separate domains (i.e. droplets) is more common.

Thus, when we increase the prevalence of elasticity by increasing the value of gg, the system’s soft
domains are more flexible and tend to bridge close phases of the same type (i.e. percolation). This
also influences the probability of Ostwald Ripening happening, which becomes less likely as even small
domains can be bridged and not just have their material slowly incorporated into larger domains (even
on a system with more soft-phase available initially). However, when we decrease the value of gg the
formation of droplets, which will later incorporate more material or be incorporated, is more prevalent.

Another fundamental concept of these equations is the role of w, as it is used in every elastic term of
(2.25). Due to the sequence in computation, the values of the w map can be used to predict the values of
the ¢ mesh. Moreover, the sign of its value is always opposite to the corresponding value on ¢; if w < 0
then ¢ > 0 and vice-versa.

Both these characteristics are important to know beforehand the sign of any modification or pertur-
bation of mechanical nature we want to cause on the order map, because we would have to change the
elastic terms which are mostly represented by w. These features will be used for this very purpose on the

next section (2.3).
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Figure 2.3: Simulation on a 128 by 128 lattice mesh of the evolution of ¢ with gz = 0.02 and ¢ = 0.2.
Formation of droplets of soft-phase (in blue/black) over a hard domain (yellow/orange) are observable.

(a) 8000 (b) 11000 (c) 14000 (d) 17000
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(e) 20000 () 23000 (2) 26000 (h) 29000
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Figure 2.4: Simulation on a 128 by 128 lattice mesh of the evolution of ¢ with gg = 0.10 and
$o = 0.2. Notice the network of interconnected soft-phases (in blue/black) formed over the hard-phases
(yellow/orange).

32



Saleiets

Zs

.
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Figure 2.5: Simulation of the evolution of ¢ (from (a) to (d)) and w (from (e) to (h)) with gg = 0.10 and
$o = 0.2 with iteration numbers below each image. On both maps, blue/black is negative and red/orange
positive, so it is easy to notice the opposite sign, but similar shape between the two maps. Also, note the

phase bridging (highlighted green in (e)) that occurs in w many iterations before it happens in ¢ .

2.3 First Steps towards Cell Migration

The next step was to include a way to effectively control forces used in the system. This step was crucial
in developing a model that was capable of emulating cell migration with accurate tensile effects. In a
physical perspective, the movement of the tip cell can be understood as a compressive force centred on
the interface between cell membrane and ECM. Consider the movement along an axis, with the forward
direction (i.e. direction of migration) being positive. Then, the cell’s pulling on the ECM can be repre-
sented by a force applied on the ECM adjacently to the interface. This force will have a direction opposite
to the migration and, thus, will be negative. Subsequently, a force with equal magnitude, will be applied
on the vessel, close to the interface, with the same direction as the migration, hence positive.

By using these two forces to create a compressive influence at the interface, it would be expected that
the net movement would be zero. However, considering the rigid characteristics of the structure being
pulled (the ECM), only the cell will have significant net movement; in this case, in the forward direction.

This concept is better elucidated in figure 2.7 and the shape of the force described is illustrated in
figure 2.6.

The suggested topology for the force is in accordance to the physics explained above. Hence, for
the problem at hand, it was surmised that the above curve would shape the surface of the force in the
migration direction, and that its effect would decay exponentially in the perpendicular direction.

To create a function that would have these characteristics, a piecewise function could be constructed.
However, a much simpler approach was taken: we used the directional derivative along the migration
vector of a standard Gaussian function. The resulting function’s shape has the chosen characteristics and

can be easily manipulated in both amplitude and radius. These features make it the best choice for this
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Figure 2.6: Topology of the force field v(x,y) created to mimic cellular movement; in this case the cell

is moving in the y direction.

simulation, as different radii of effect will need to be used. Moreover, the force’s effect is not constant in
every step of the migration, so by adjusting the function’s amplitude, we can control the force’s strength

on the intervening subsystem.

Accordingly, we have the following formulation for the force field, which we termed v:

V =10+ 1]
= vuf(xa y)
(2.27) = (Vf(z,y)u)u

where u is the unit vector that corresponds to the direction of migration and f(z,y) is just the standard

gaussian function given by:

_ (z—20)%+(y—yg)>

flay) = o

with center C' = {x, yo } and radii o, and o,,.

Note that (2.27) was chosen purely for computational purposes, as the point gradient is easily cal-
culated with finite differences and multiplication with vector u is simple. To include this new force
field, the mechanical equilibrium equation (2.20) had to be rewritten to include the force field v (i.e. our

interference):

5F

yl

Sv
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Figure 2.7: Scheme representing the direction of forces (in black) individually applied to the ECM (blue
domain) and vessel (yellow domain) to create a compressive effect on the interface. Net movement is in

the direction of migration and is represented in green.

The factor S above is the force’s amplitude. The consequences in the prior equations follow:
aVeo+ (Lo — o)V (V.uo) + oVl = —Sv
= aV?¢+ (Lo — po) VZ (V) + o V? (V.au') = —SV. (v)
& aV2i+ LoV (V) — V2 (V) + poV? (V) = —=SV. (v)
& V? (ap + LyV.u’) = —V. (Sv)

& Val = —i {i} Vv a—(b

Lo | V2 L
VoK {%] Vot (6-9)

where K is just %q, which is the interference’s amplitude and where in the last line we present the
equation used in the code, which is the adimensional version.

With these changes, we get a new formulation for w. To simplify the last equation, we define:

Vi =V.uw

1

Replacing x on the same equation yields the much simpler:
(2.28) Viw=¢— ¢+ Ky

The effect of v on the system is represented by . Hence, it is its shape that will effectively increase

or decrease the values in the area of the order map that the interference is applied.
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Figure 2.8: Topology of x(x,y) that results from equation (2.3).

With the adapted equations, by creating a force field v centred on a chosen interface, a protrusion
could be created in such a way that it could bridge two different interfaces. The interface point would
emulate the tip cell scenario of sprouting angiogenic growth. However, as it is a single cell perceiving the
environment, its receptive scope for cues is quite limited. This is in accordance to the real case, where
the location of the tip cell is one of the determinant factors that influences the direction it will follow.
Additionally, every part of the front of the protrusion can act as a tip cell, it only depends on where in the
interface the force is applied.

As the tip cell analogue, it also has the responsibility of emulating the gripping on the ECM to pull
on it to move it and the trailing part of the sprout forward. Accordingly, the interface closest to it in the
direction of migration will become the center of v at each pulling event.

An algorithm was devised to find a point belonging to the interface, so that the tip cell concept could

be fully tested:
1. An initial point is chosen (it can be random or close to a desired interface);
2. The neighbourhood is probed radially according to Chebychev metric;
3. If a point with ¢ in the [—0.4 : 0.4] range is found, it is declared an interface point.

The Chebychev distance between points p and ¢, with coordinates p; and ¢;, is defined as:

DChebychev (pa q) = ma$i(|pi - Qll)

Our use of Chebychev metric rests on its easy implementation and because in one iteration it reaches all
its adjacent neighbours.

The choice for the interval used in the algorithm results from knowing that both phases’ values are
very close to ¢ = 1 or ¢ = —1. Therefore, any value sufficiently far from these values belongs to the

steep slope between phases.
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Figure 2.9: Diagram showing the Chebychev distance between the middle cell and each of its eight
adjacent cells.

Notice that the mean value could not be used directly to search for interfaces, as is usually the case in
phase field models. This is caused by the integer nature of the mesh (i.e. undershoot and overshoot of the
theoretical value on the interface). One alternative would be to interpolate the values on the interface, but
it would result in an arguable computation waste. In addition, calculating the gradient on the starter point
could be a possibility, however it would just return the direction of the interface, creating an unnecessary
and unhelpful step on the interface-finding algorithm.

Upon finding the interface, it was necessary to choose a direction in which to migrate. In this stage,
we used a direction normal to the interface. This would prove to be useful for later steps in the model, as
the method for calculating the interfacial point would remain the same. To calculate a direction normal to
the surface of the interface, we computed the gradient at the point found in the interface. For this purpose,

a finite difference method was chosen. Hence, the gradient at interfacial point [ is:

Vg, atl

V¢I1,y1 =

aquI?yI ~ aqﬁxhyl N
oz vt oy J

using finite differences approximation, we can rewrite as:

¢x +1,yr — ¢x —1yr ~ ¢x yr+1 — (;590 yr—1 .
vqu[,y[: 1 12 1 Il-f- Y1 5 Y1 j

This calculated gradient will form the components of the direction vector v used above. Reformulat-
ing the equations to reflect this change in notation:
— Par+1yr — Par—1yr
Uy =
2
_ Paryr+1 — Payyr—1
2

It is then normalised by dividing by its norm, to get its direction:

Uy

Uy
Uy 2
C 7 ]
Uy
~ =2
Tl
where [[uf| = |/u2 + uZ



This value is then used to calculate the final form of the compressive force, which will be centred in

point L. Starting from the formulation given above:

v=|[Vfyyulu

0 0
= |:<@£i + &ij) . (’LLI’Z + uyj):| (uﬁi + uyj)

converting it to a finite difference formulation yields:

Vo = <um fai1y ; foty | u oyt ; fx,y—l) (ugd + uy))

This concludes the computation of the force field v.

On the actual modelling side, the starting system was the same as the modelled in the previous section
as were the boundary conditions and parameters. To observe the effects caused by imposing the new
force field, we monitored regions that had soft phases close to each other, in such a way that bridging
them through the hard phase was possible. For the region to be an ideal candidate, three criteria were

searched for by visual inspection:

1. Region had soft phases separated by a hard phase by no more than 10 lattice units;
2. The soft phases did not touch or merge for a long number of iterations (i.e. more than 2000);

3. Sufficiently stable evolution, without sudden growth or decay spurs.

Condition 1 arises from the fact that the longer the gap between soft interfaces, the larger the radius of
effect of the force. While it is easy to process this modification, a greater radius has a more global effect
that would potentially influence unwanted neighbouring phases. In turn, this would muddle the results’
clarity. The small limit of 10 lattice units for the gap provided a manageable local force to work with.

The second characteristic is self-evident, as we wanted to see if non-merging soft phases would bridge
as consequence of our force field and not the natural evolution of the system.

Finally, the last condition is necessary to account for the phases’ normal growth or shrinkage. These
swift area changes could be mistaken as being a consequence of our interfering hand. Thus, only regions
with stable growth or reduction on time scale of several hundred iterations were acceptable.

For the previous starting conditions, several areas that matched all criteria were quickly found. The
starting point for the interface search algorithm was established in the middle of one bridgeable region
and the equal simulation parameters used. Several force amplitudes were used to discover the size needed
to cause an observable effect and how this effect varies.
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(a) 12100 (b) 22100 (c) 37100 (d) 57100

Figure 2.10: Simulation on a 128 by 128 lattice mesh, with ge = 0.07, ¢ = 0.2 and no force field
applied (¥ = 0). Optimal area for interference (i.e. follows all three criteria) is marked with a green

circumference. Iteration number is labelled under each image.

(a) 12100 (b) 22100 (c) 37100 (d) 57100

Figure 2.11: Simulation on a 128 by 128 lattice square mesh, with ge = 0.07, ¢ = 0.2, K = 6 and force

field v applied on the green circumference. Iteration number is labelled under each image.

(a) 12100 (b) 22100 (c) 37100 (d) 57100

Figure 2.12: Simulation on a 128 by 128 lattice mesh, with ge = 0.07, q@ = 0.2, K = 10 and with force
field v applied on the green circumference. Iteration number is labelled under each image.

—

(a) 12100 (b) 14100 (c) 17100 (d) 37500

Figure 2.13: Simulation on a 128 by 128 lattice mesh, with ge = 0.07, ¢ = 0.2, K = 6 and with force
field v applied on the green circumference. Iteration number is labelled under each image.

39
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Figure 2.14: Simulation on a 128 by 128 lattice mesh, with ge = 0.07, gfﬁ = 0.2, K = 10 and with force
field v applied on the green circumference. Iteration number is labelled under each image.
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We gathered from the results with different amplitudes that the main difference is the velocity in which
the pulling effect or bridging effect occurs. Comparing figure 2.11 and figure 2.12, two simulations where
the interference y was applied in the same location, we see that full bridging takes about 15000 iterations
with low amplitude forces (K = 6), while with high amplitude forces (KX = 10) it takes much less than
10000 iterations.

Another consideration is that the amplitude is also responsible for the the thickness of the bridges
made, as the interference is applied uninterruptedly. Moreover, because higher amplitudes bridge faster,
the changes to the local system structure compared to cases with lower amplitudes are more pronounced,
as seen on the images (d) of figures 2.11 and 2.12.

These observations are further confirmed by figures 2.13 and 2.14, where we applied the same inter-
ference but in a different location that was also inside the criteria defined above.

In conclusion, the results show that for forces of a certain magnitude the bridging effect is coherent
with our expectations. This proof-of-concept was enough to provide a framework that enabled us control

over a dual-phase system.
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2.4 Blood Vessel without Proliferation

The conclusions gathered from the proof-of-concept model were used to model a more accurate descrip-
tion of an angiogenic system. The initial system was changed to reflect this. An average value with
random noise superimposed was discarded in favour of a predominantly hard system with a long, vertical
soft phase — our capillary analogue. We also switched the domain’s order values, thus, from this point on,
the soft-phase will correspond to ¢ = 1 and the hard-phase to ¢ = —1.

Evidently, this type of system has no bridgeable soft phases, as there is only one soft phase oriented
vertically. Here, we tried to verify if our compressive force field, when applied to the interface, would
generate a suitably strong projection of the soft material. If we were indeed capable of forming this
protuberance, cell migration could be reasonably emulated.

Firstly, the interference was applied to the interface, at the centre on the right side of the initial
capillary as shown in 2.15. The interference direction was, as before, normal to the interface. In this
situation, it follows that u = (1, 0).

In this case, it is easier to see the effect of our influence and the ability of the system to model correctly
mechanical stresses. If the vessel’s soft material is pulled in the horizontal direction, it is expected that
the interface opposite to the one being pulled also responds in a similar manner, due to the mechanical
tension of the vessel. Applying x at the interface causes a increase in the values of w in two small regions
at opposite sides of the interface and a larger decrease in the region around the interfacial point. This is a
direct result of the shape of x as seen in figure 2.8.

Because of the opposing signs of the maps of w and Y, an increase in w corresponds to a decrease
in ¢. This way, values of ¢ become more positive near the interface until reaching ¢ = 1, when they
start belonging to the vessel’s domain. Also, because of the other two peaks of y, it is usual to observe
a characteristic gray zone inside the capillary, because ¢ < 1 where it should be ¢ = 1. Similarly, a
black area can be seen outside of it, adjacent to the interface, consequence of ¢ < —1 instead of the
previous ¢ = —1. This is the reflection of the compressive force field caused in the system. This way,
there is a dilation of the vessel caused by the force applied in an area inside it with the direction of the
migration, leaving this area with less matter. The other force is applied on the ECM and with its direction
towards the interface (opposite to the migration), resulting in a decrease of the value of ¢ in that area, thus
compressing it.

It is this mechanism that acts as a mimicry of the mechanical effects we added in the equations. The
system responds to these perturbations by filling the less dense spots with surrounding matter to restore
the pure valued phases of the system. Hence, the spot that is left with less matter is posteriorly filled by
surrounding vessel material, causing the depression in the zone opposite to the interface. The result is a
complete simulation of a pulling effect.

Moreover, by applying v in a manner similar to a step function we can limit rupture possibility
and intensify the reflection of the mechanical tension throughout the capillary’s domain. To clarify, the
interference is applied during a number of iterations (we called this number of iterations move) and then
removed. By using this technique, the system is allowed to completely process the strain caused by our

influence on the entire vessel. This cool-off period, dubbed rest, needs to be longer the larger the strain
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(a) 900 (b) 9000 (c) 18000 (d) 26700

Figure 2.15: Effect of pulling vessel analogue, with g = 0.07, K = 20, duration of interference
move = 2000 and cool-off period rest = 300 on a 128 by 128 lattice mesh. The "black hole" is the
consequence of applying x, as mentioned in the text. A depression is clearly observable in the wall
opposite to the interface opposite of the "black hole".

exerted.

The negative effects of not having a cool-off period are displayed in figure 2.16. Here, the area inside
the capillary is excessively dilated, causing a grey area inside the vessel’s domain that evolves into a
rupture (hole in blue on the vessel), which is hard to fill.

With the small addition of a rest period, the system is without interference for some iterations before
the force field’s centre is recalculated and the force field reapplied. This way, we can see in figure 2.15
that the vessel is dilated (gray area inside the capillary domain), but rupture does not occur. Thus we have
the same mechanic characteristics due to the compressive force field as the ones discussed in the previous
section (2.3).

(a) 900 (b) 1200 (c) 1500 (d) 1800

Figure 2.16: High amplitude interference without cool-off period to let the system process all the inter-
ference’s effects resulting in rupture. Simulated with g = 0.07, K = 30 and duration of interference
move = 2000 on a 128 by 128 lattice mesh.

To bring our model closer to the real case (i.e. the angiogenic process), we had to model chemotaxis,
which is indispensable to nourish growth and provide it with directionality. As explained in section
1.3, sprouting angiogenesis follows directional cues of various natures. The most commonly used are
chemical cues soluble in the surrounding medium (e.g. VEGF). Thus, permanent sources of these factors
are created and allowed to diffuse in the medium. Consequently, two different meshes are modelled. One

is the standard order parameter mesh; the other covers the growth factors and their diffusion. To emulate
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the diffusible factors, which we termed V', we used the following equation:

ov
(2.29) o = DyV?V — acO(o)V
0 outside the capillary
where O(¢) =

1 inside the capillary

In this equation, ac©O(¢)V is the consumption term that effectively models the depletion of growth
factors by the activated endothelial cells with rate ac. Also, Dy is the diffusion constant of the growth
factors.

In this simulation, several sources of factors are added at predefined locations; normally they were ar-
ranged in tight clusters, so that it was easier to verify if the sprout followed the chemical signals correctly.
As with the biological case, these sources continue releasing factors until they are in close proximity to an
endothelial mesh. That reaction was mimicked in the model by shutting off the sources when they were
at a small radial distance to the interface.

With the addition of V/, the direction of cell migration would no longer be normal to the interface, but
in the direction on the greatest concentration of chemotactic factors. For this reason, the interface-finding
algorithm had to be changed. Now, because the direction of the gradient at the tip cell could change
abruptly, the algorithm stored each gradient in order to find the tip cell’s position after the change to
the vessel. Thus, after finding the first interface point and applying the interference, this new algorithm

proceeds in the following order:

1. Move the point in the gradient’s direction a length equal to the maximum diameter of the gaussian

used to formulate v;
2. Move backwards in this same direction until an interface is reached;
3. Calculate the new gradient at this point, apply v and repeat from ‘1.’

The time evolution algorithm was then changed to include this new mesh. It calculates an interfacial
point I and then the gradient of the chemotactic factors calculated, which corresponds to calculating the
point gradient of the V' mesh:

VVI =V, Vii+V,Vij
_ Var s~ WVaryr
T o + oy J
= vx‘/xhyl i+ vyvxhyl J

approximating with finite differences:

Vx1+1,y1 - VxI—LyI A Vxl,yﬁ-l - Vﬂ&byl—l A
5 1+ 5 7

The algorithm’s next step is to calculate the interference with the direction of the gradient and then

(2.30) VVp

apply it intermittently. As before, no new material is introduced to the order mesh, hence it is expected

that the vessel analogue be only pulled towards the greatest concentration of growth factors.
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(a) 3000 (b) 16800 (c) 28200 (d) 149100

Figure 2.17: Migration towards sources of V' (greatest concentration of V') without proliferation, due to
X, with K = 20, gp = 0.07, ac = 0.15 and D, = 0.6. Notice that the capillary analogue is actually
pulled and not just stretched.

Our results for this phase show that implementing directional migration was accomplished. As shown
in figure 2.17, the vessel is continuously dilated and the ECM mesh in front of it compressed, emulating
endothelial cell migration. In this figure, the vessel first travels towards the highest available concentration
of growth factors (the leftmost source). Upon reaching this source, the vessel further travels towards the
last source. Notice that at each step the capillary behaves as if it is being pulled and its migration is
completely directional, which was our goal in this section.

A consequence of the shape of our force field v, specially its related interference Y, is that when the
tip cell senses a very abrupt gradient direction (i.e. tangent to the interface) it migrates very fast in a
thin, spike-like fashion as can be observed in figure 2.18. Observing how we apply x to the interface,
we can see that in this situation the peaks that decrease ¢, which normally cause the gray area inside the
vessel and black area in the ECM, are both outside the vessel, while the ¢ increasing peak lies centred
at the interface. This causes our interference to dilate the vessel very quickly and thinly in the direction
perpendicular to the perceived gradient. In the figure mentioned, due to the source close to the vessel, the
gradient calculated at the tip cell has a predominantly vertical heading. Thus, x will be applied in a way
that its ¢ increasing peak is wider in the horizontal direction, causing quick extension of the vessel in that

direction.

(a) 10800 (b) 12600 (c) 13800 (d) 17400

Figure 2.18: Simulation of migration of a vessel without proliferation with g = 0.07, D, = 0.3 and

ac = 0.65 on a 128 by 128 lattice mesh with iteration number below each image.
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2.5 Blood Vessel with Proliferation

As seen in the previous section, we were capable of pulling and stretching a capillary vessel. However,
angiogenesis also has a proliferative portion. From the literature, we gathered that both the mechanical
stimulus '® and the growth factor concentration can increase endothelial cell proliferation3!. Thus, any
new material added to the system would have to be proportional to these factors.

Here, we use a soft-phase vessel analogue, hence, an increase in matter would translate in an increase
of the ratio of soft-phase to hard-phase in the system. As usual, we track the average order value; if more
matter is added, this value would increase.

For this effect, we altered the main equation responsible for the phase dynamics, equation (2.25) to:
99 2,3 2 A 1 2
=P o= Vorand] vy 0 {0 |aye- jo,vl)

ot d
(2.31) i.j

+ (1 =¢)0(1 = ¢) (rxO(x) + O(¢)rvV)
where ky is the proliferation constant due to applied force, «, is the proliferation constant due to the
concentration of V, ©(¢) is the same as the one in (2.29), (1 — ¢) is easily deduced from the same
equation, and O () is the Heaviside step function, which nullifies the respective term for negative values
of x.

Several considerations from the above equation must be discussed. First, notice that (2.31) differs
from (2.25) by (1 — ¢)O(1 — @) (kuxO(X) + O(¢)ky V). Individually, they represent the proliferation
rates of the two distinct signals above described.

The first term, (1 — ¢)O(1 — @)k, xO(X), is proportional to the result of the force field v. Thus,
this proliferation should be proportional to the trace of the deformation tensor. In our case, using (2.18)
and (2.21) and (2.28), we know that V.u = V?w = ¢ — ¢ + K, from where we can conclude that this
proliferation becomes higher with increasing . Because of this fact, we write our term as proportional to
X-

This type of proliferation can only occur when tension is applied (i.e. x # 0). In order to mimic cell
division, we want to add new matter to areas adjacent to where vessel matter already exists, hence the
term proliferation. Due to the nature of the pulling effect, by being proportional to y, which is applied
near the interface and influences the surrounding vessel and ECM, this proliferation occurs in the desired
area.

As we do not want to have new material being added inside the vessel, where ¢ = 1, we use (1 — ¢).
This factor also causes the system to be better behaved and reduces the probability of fluctuations inside
the pure domain (i.e. ¢ > 1 instead of ¢ = 1) because it dampens the proliferative effect for increasing
¢. The other factor, ©(1 — ¢), allows us to dismiss the cell division effect for local values of ¢ > 1 that
occur due to small fluctuations inside each pure domain. This way, we prevent proliferation inside the
vessel’s domain that occurs due to the radius of y affecting an area that encompasses not just the interface
but parts of the ECM and capillary and lessen some possibly disruptive effects.

An important concept here, is that v is conservative, as such, x is also conservative. Because our

goal is to add proliferation, which increases the amount of matter in the system, we only want to use the
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positive values of x. This way, this proliferative term is still proportional to the tension applied on the

interface, however it is only proportional to its positive part - thus the use of © ().
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Figure 2.19: Value of the proliferative term proportional to x varying with ¢. In this plot x,, = 0.05 and
the value of xy was made constant Xconstant = X0 = 20. Notice that when inside the capillary analogue
(¢ = 1or ¢ > 1) this term has no influence.

The second term is proportional to the concentration of growth cues surrounding the vessel. Thus,
the new matter that this term brings is simply proportional to the value of the concentration of factors.
However, like for the other term, we only want proliferation adjacent to the vessel. Consequently, we
used O(¢), (1 — ¢) and O(1 — ¢) so that there would only be proliferation near the vessel (i.e. in the
interface: 0 < ¢ < 1).

Cases with only one type of proliferation and both types simultaneously were run. We noticed that
cell multiplication due to the concentration of growth factors resulted in a bloating effect of the entire
capillary. We can see in figure 2.20 that the vessel gets thicker the longer the simulation is run. Even by
using a lower constant, the vessel’s diameter is bloated, albeit slightly.

(a) 3000 (b) 5400 (c) 8400 (d) 11800

Figure 2.20: Simulation on a 128 by 128 lattice mesh of migration of a vessel with proliferation propor-
tional to the concentration of growth factors, with g = 0.07, Dy = 0.9, ac = 0.1, Ky = 0.3.

In the tension proportional case, a bloating effect could also be observed, however much smaller

and mostly in the migration’s direction. By using this type of proliferation, we got results that better
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emulated proliferation during migration. In figure 2.21 we can observe that the proliferation results from
the material bound to migrate forward. As mentioned in 1.3, proliferation during migration happens
mostly at the stalk of the sprout. Thus, our proliferative term proportional to the tension is in accordance
to the literature.

Combining the two terms, our simulations returned the images plotted in figure 2.22. We used a
larger value of x,, and smaller value of ky because the proliferation with the direction of migration is
more controlled and returns more coherent results as mentioned above. In this figure we can see the
migration towards the sources of factors on the right and that the vessel analogue is not just pulled, but
has new material at every step during the movement. Also, the influence of proliferation proportional
to V can still be observed from the dilation of the vessel’s diameter. Notice that the vessel still reacts
mechanically to the tensions imposed, as can be seen from the slight curve at the interface opposite of the
migration. However, the dilation effect from the pulling force is focused on the new material, serving as a
buffer of sorts, thus diminishing the curvature effect so prevalent in the simulations without proliferation.

These simulations proved that proliferation proportional to y is a more realistic approach to the cell

division that occurs during cell migration.

(a) 2400 (b) 11100 (c) 22200 (d) 33300

Figure 2.21: Simulation of migration of a vessel with proliferation proportional to the interference Y, with
ge = 0.07, Dy = 0.5, a¢ = 0.25, K, = 0.03 on a 128 by 128 lattice mesh. Notice that the migration is
mostly perpendicular to the main vessel after encountering the first source of factors, which is discussed

in the next chapter.

(a) 2400 (b) 11100 (c) 22200 (d) 33300

Figure 2.22: Simulation of migration of a vessel with proliferation proportional to the tension and con-
centration of growth factors, with gz = 0.07, Dy, = 0.2, a¢c = 0.85, k, = 0.001 k,, = 0.001 and
ky = 0.002 on a 128 by 128 lattice mesh.
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2.6 Final Model

The cellular environment is highly dynamic with various processes of the same kind happening in quick
succession or simultaneously. It stands to reason that our next step was to include an increasing the
number of initial stimuli. Therefore, we adapted our routines to follow several concurrent movements.

The change to the model is minimal: the interface-finding algorithm remains the same, but is applied
sequentially to each migration routine. This way we track a number of points equal to the number of
different areas where pulling events occur.

We used both types of proliferation simultaneously, with prevalence of cell division proportional to
tension over proliferation proportional to concentration of growth factors, as the vessel bloating effect it
causes was undesired.

As this is the final section of the model development, we will present the results and their discussion
in the next chapter.

As a summary of the parameters used to control the system, we have the following table:

Parameter Description Most used values
h Stepping value for finite difference approximations 1
size Number of lattice of the square mesh used for simulations 128
At Step size used in the simulation 0.02
K Amplitude of the applied interference y 20
JE Influence of the equation’s elastic terms. 0.07
b0 Initial value of the average order parameter. 0.2
D, Diffusion of growth factors 0.7
D Diffusion of the order parameter 1
ac Consumption rate of growth factors. 0.25
r Radius of applied interference y 4
move Duration of application of x (duration of each migration sequence) 2000
rest Cool-off period after applying interference 300

Table 2.1: List of parameters used in the various simulation and their optimal values, relative to the last

model.
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Exploring the Model

3.1 Final Results and Parameter Discussion

The results obtained from the model in section 2.6 are indicative of the capability of our model to accu-
rately simulate multiple pulling events in different areas with and without proliferation.

By gathering information from the previous simulations we could better adapt the parameters used to
our purposes. We noticed that a low value for the diffusion of growth factors D, caused a slow initial
migration, due to the non-existence of factors near the vessel’s interface to guide migration. However,
a high value would cause a saturated area very quickly in the vicinity of the sources and increase the
probability of abrupt or erratic migration directions.

Another important concept is the effect of the consumption constant ac. It controls the rate of deple-
tion of growth factors inside the vessel’s domain and interface. By using a high value of ac we effectively
remove growth factors in these areas, in turn, when a migration event occurs and we calculate the gra-
dient at the tip cell (a point in the interface) it will be almost perpendicular to the interface instead of
correctly pointing in the direction of growing concentration. This occurs because there is no concen-
tration of growth factors in the capillary’s domain, while there is some non-zero concentration value on
the extracellular medium, which causes the computation of the gradient (see (2.30)) to have a very high
value in the direction perpendicular to the interface compared to the value in the tangent direction. With
a low value of consumption rate, the value of V' inside the vessel is scaled down, instead of being null,
dismissing the predominance of the gradient’s term in the perpendicular direction on the overall migration
direction. This way, the gradient will correctly assess the concentration V.

The effect of a high consumption rate o, can be observed in some results of section 2.5, specifically
figure 2.22, which used ac = 0.85. We can see that the vessel extension having curved initially to
intersect the first source of V' then moves relatively perpendicular to the main vessel. Thus, using a low
value of aic we can mimic the effect of consumption of growth factors by the vessel while decreasing the
probability of forced migration direction.

For the results without proliferation, we see an added stress on the capillary when two migrations
occur. This stems from the two forces pulling part of the vessel in different directions. These effects are
illustrated in figure 3.1 and they represent an interesting case to observe, as it further demonstrates the
effect of the mechanical features incorporated. In this figure, we see a vessel being continuously pulled
in two opposite directions as the tip cell migrate towards the sources in the lower left and upper right.

Notice that the thickness of the central area of the vessel is stretched and, by the end, is much thinner than



initially.

In the case where proliferation was added (figure 3.2), we see an initial migration of the tip cells
towards the cluster of sources. When they overtake the upper sources at each respective corner, they begin
looping towards the bottom as a consequence of the factors still being diffused by the lower sources.

(a) 15000 (b) 45000 (c) 65000 (d) 120000

Figure 3.1: Two simultaneous migrations without proliferation. Using g = 0.07, K = 20, D = 0.6 and
ac = 0.15 for the simulation on a 128 by 128 lattice mesh.

(a) 9000 (b) 15600 (c) 25200 (d) 32400

Figure 3.2: Two simultaneous migrations with cell division. Using g. = 0.07, K = 20, D = 0.5,
Ky = 0.001, kK, = 0.0001 and cec = 0.7 for the simulation on a 128 by 128 lattice mesh.
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3.2 Vessel Regression

Astonishingly, in some simulations vessel regression was observed. According to literature '3, this usually
occurs during tip cell competition, when migration is led in a direction that does not provide sufficient
stimulus. Here, we observed this phenomenon multiple times. In some cases it occurred during an
overtake of a source of factors, causing its next potential migration direction to be highly erratic and,
thus, in the wrong direction. However, the majority of occurrences was caused by the limited probing
scope of the single tip cell that led it in a direction with a scarce concentration of factors. Usually, this
happens when there is still a significant concentration of factors diluted in the medium. The result is
a vessel that is retracted, with a possible new extension in a better direction (i.e. greater concentration

of V). This is the case in simulation 3.3, where we can clearly see regression of a vessel in favour of

— —
- -

(a) 142500 (b) 142800 (c) 143100

~ -
- A L

(d) 143400 (e) 143700 (f) 144000

extension in another direction

Figure 3.3: Capillary vessel regression in a non-proliferative system observed in the right side. After
having migrated in a direction that did not provide enough factors for continued migration, the vessel
protrusion retracts. Using go = 0.07, K = 20, D = 0.9, and a¢ = 0.2 for the simulation on a 128 by
128 lattice mesh.

In figure 3.4 we notice that the main vessel extension travels just below the two sources of growth fac-
tors. One of the side protrusions extends and migrates in the opposite direction of the sources, consuming
some factors diffused in the medium. As their availability runs out, the vessel is retracted.

Another example of regression on a long migration is observable in figure 3.5. In this simulation,
after having consumed and shut off the closest sources, the sprout migrates towards the last source. Upon
reaching it, due to the gradient’s verticality, a spike like projection is emitted. As migration continues

forward, in order to consume the remaining growth factors still in the environment, the lower extension
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retracts into the main branch.

(a) 76200 (b) 76800 (c) 77100 (d) 78200

Figure 3.4: Capillary vessel regression on a system with proliferation. After having consumed the leftover
factors diffused below the main vessel, this protrusion retracts. Using g = 0.07, K = 20, D = 0.4,
kp = 0.0005, and oo = 0.4 for the simulation on a 128 by 128 lattice mesh.

--

(a) 11400 (b) 20400 (c) 29400 (d) 38400
(e) 47400 () 56400 (g) 64400 (h) 73400

Figure 3.5: Capillary vessel regression on a system with proliferation. The vessel retracts after migration
towards the last source occurs. Using g. = 0.07, K = 20, D = 0.7, x, = 0.01, and o = 0.25 for the
simulation on a 128 by 128 lattice mesh.
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3.3 Simulation Speed

Another consideration we took during all the modelling process was simulation speed. Obviously, having
results faster is always useful, especially for debugging and task-farming parameters. We used the com-
piler’s most aggressive optimization flags which can sometimes alter the behaviour of some parts of the
code and, therefore, the results. We proceeded with using this type of optimization after checking that its
effect on the code and results was neutral.

Also, shared memory parallelisation was used by the means of openMP. This parallelised code was
run on a desktop computer with a Intel core i7 960 2.66 GHz (4 cores - 8 threads) processor with the
maximum available threads.

Combining both the compiler’s own optimizations and the type of parallelization mentioned we got

speed increases of over 1700% compared to the unoptimised version.

3 -| | —e—no optimization

—a— 03 flag
—e— O3 + openMP

w2 |

B

£

L

£ 1] |

Oé:jjﬁ

|
20 40 60 80 100
iterations

Figure 3.6: Comparison between code efficiency for the same script (the one used in section 2.4) obtained

through external optimization.

Changing our method of solving linear equations was also tried to increase efficiency. We started by
using a simple Gauss-Jacobi method. We then used Gauss-Seidel and Successive Over Relaxation (SOR).
Our main focus would be to use these methods in the computation of w and y. However, calculating  is
not a cumbersome task, as it is only necessary when an interference needs to be calculated. This is not
the case with w, which is computed at every iteration and needs to be very accurate.

Replacing the Jacobi method by the Gauss-Seidel method resulted in an increase in speed of conver-
gence for the same accuracy for the non-optimised case. Nevertheless, with compiler optimization turned
on, we saw a decrease compared to the same optimization using a Jacobi method, forcing us to discard
this method.
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Figure 3.7: Comparison between code efficiency for the same script obtained through internal optimiza-

tion.
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Conclusion and Future Work

Our steps during the Model Development chapter clearly demonstrate the success of including mechanical
traits on a continuum based phase-field model. We obtained a full simulation of a vessel that could be
pulled in several directions and acted accordingly to our expectations. The inclusion of the proliferation
was also a success and can be manipulated in different ways, in order to correspond to the real cell
environment.

In its current state, it serves as a good basis for further development that include the standard rou-
tines that are already used in the community. Some of those examples include branching of vessels and
automatic initiation of angiogenesis depending on a certain stimulus, commonly concentration of growth
factors 3.

Another possible step is to include real mechanotactic cues that stimulate the growth when a deter-
mined mechanical attachment is made (e.g. binding to the source of growth factors). We can not overlook
that this step increases the accuracy of the model, as in the real case we have a heterogeneous ECM. Its
importance is still a matter of study in both the biologic perspective and the computational perspective.

Our addition of the elastic energy on the Ginzburg-Landau free-energy functional exemplifies how
additional manipulations can be made to include other important effects in a biological systems, e.g.
penalize changing the tissue’s curvature, to help control topology alterations.

Several minor improvements to the tip cell analogue can also be made. Its scope could be increased
and less prone to lead in erroneous migration direction by, for example, averaging gradient direction at
several points instead of just one.

Creating a full three dimensional model from our work is a possibility. Most of the equations can
describe the effects of a three dimensional environment by changing the dimension parameter d. The
remaining work would be to adapt the search algorithm and reformulate or recreate the shape of the
interference to work in three dimensions.

As our goal did not include parametrisation of this work we can provide a more concrete biological
foothold for the model by studying in vitro the real values for some of constants used.

The additional objective of creating a full parallelised code that would run on a shared memory system
was only partially fulfilled. Thus it remains as work for a posterior occasion.

With more development, this type of implementation could further our understanding of the com-
plex mechanic influences present in the dynamic cell environment and provide an interesting and more

informative analogy of the real case.
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Ostwald Ripening discussion

Ostwald Ripening is a spontaneous occurring process, which, in our case, corresponds to a decrease in
size of small domains and subsequent increase of the size of large domains. The explanation to this
phenomenon lies in the fact that ,thermodynamically, large domains are favoured over small domains.
This is a consequence of particles in the surface being energetically less stable as their are bound to less
neighbours than those in the interior. So, because of interfacial energy considerations, smaller domains
are less stable than their larger counterparts.

An important aspect of this phenomenon can be better described by the Kelvin equation if we dismiss

nucleation events. This equation, at constant temperature 7', can be expressed as:

p 29V,
In— =
Do rRT

where p is the vapour pressure, pg is the saturated vapour pressure (which is constant for constant tem-
perature), «y is the surface tension and V,,, is the molar volume, r is radius of the domain and R is the
universal gas constant.

From this equation we can deduce that, for some fluid, by maintaining v and V,,,, approximately
fixed and decreasing r, the vapour pressure p increases. Particles detach themselves from the surface of
the domain and dilute in the medium when p > pg, thus domains smaller than a certain value of r will
progressively decrease until being completely diluted, causing a saturated environment. When p < py,
which occurs in large domains, the saturated free molecules tend to condense on the surface of the large
domains, increasing their size?’.

In conclusion, the smaller domains continuously decrease in size and fuel the growth of large domains

in order to minimise the system’s overall energy as depicted in figure A.1.

Figure A.1: Domain dynamics during Ostwald Ripening phenomenon.
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Deduction of elastic energies

The first and zeroth order elastic energies used in section 2.2 are calculated below.

For the zeroth-order:
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For the first-order some pre-calculations are necessary, because of combinations of shear strain tensors
0 1 .
e;; and e;; below:
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Thus, we compute each order of the strain tensors and then their multiplicative terms. Individually,
the strains have the following formulation:
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Combining them:
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Finally, we have the first order elastic energy by replacing (B.3) and (B.2) in (B.1):
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