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ABSTRACT

Risk management theories suggest that the useslfnmanagement instruments
solely with hedging purposes can enhance firm vHlueugh its effect on taxes, financial
distress costs, costly external financing, as aglbn agency costs. Studies linked to the
standard corporate risk management approach haestigated primarily the effect on
shareholder value focused on the determinantsddihg and whether the firm’'s hedging
behaviour fits one theory or another. Recently tla@ostrand of research has attempted to
examine the direct impact of corporate risk managenon firm value, looking for the
value premium inherent to hedging activities. Ma&o recent investigation emphasizes
the role of risk management in controlling the agyemroblem, resulting from the
separation of ownership and control, and forgesla between corporate hedging and
governance structures.

This dissertation is a compilation of three empiristudies that attend to a series of
emergent questions regarding corporate risk manageand their relation with corporate
governance. We accomplish this by generating a-liewel governance index and by
conducting an extensive analysis of the generklmanagement undertaken in a sample
of 567 non-financial firms in the four countriestvstocks listed in Euronext.

In the first study we investigate whether firms dus& management instruments for
hedging or for speculative purposes. Specificatly, identify a firm’s hedging or
speculative behaviour, we firstly measure the farmkposure to financial risks and, later,
investigate the effect of risk management instrusiamsage in the firm’s exposures. In

addition, we analyse the premise that the hedgeaystbn may be driven by unobserved



elements that are indeed associated with finapcieé exposure. Building on the results
of the first study, we certify the purpose of riskanagement usage and proceed to the
second study, where we examine if a firm’s hedgimgtegy implementation is driven by
firm governance structures and by other firm chiréstics. In particular, we investigate
the idea that a firm's hedging decision is probabhdertaken in simultaneity with
governance and other financial decisions made éyitim. However, the implementation
of a hedging strategy in a company can represgnifisant costs, despite the potential
benefits identified. Explicitly, the ultimate argemt for engaging in hedging activities is
the one of value creation. Therefore, the thirddgtexplores if the use of hedging
instruments is consistent with a higher valuation firms that experience strong firm-
level governance structures. Also, in this analyssseek to control for the existence of
possible interrelationships between firm value, dieg behaviour and firm-level
corporate governance structures.

Our main conclusions are then threefold: (1) weficonthat the firms in our sample
display higher percentages of financial risk in thiee categories (exchange rate, interest
rate and commodity price risk) of risks analyselder, we find that the use of hedging
instruments significantly reduces firm’s exposuee financial risk. In addition, these
results confirm that self-selection is an importastie; (2) we find that strongly governed
firms use risk management instruments for hedgingogses. We also confirm the
presence of endogeneity in the relationship betwgenhedging, corporate governance
and investment decisions. In addition, we find ewick showing a link between firm size
and the decision to hedge, and finally, (3) aftezoanting for the possible endogeneity
between firm value and hedging, and firm-level goaace structures, we find statistical
evidence that firms that hedge and are stronglyegmd have a higher valuation (using

Tobin’s Q ratio) than firms that do not hedge ame weakly governed. We also find



evidence that firms that are more profitable, #vatfinancially constrained, and that have
more investment opportunities are more likely toassociated with a significant value
premium. Ultimately, we confirm that firm-level gmrate governance has a significant
and positive impact on firm value through its imipa firm hedging policy.

Our main contributions are as follows. Firstly, weke use of a hedging variable
that accounts for the use of either external (@dines) and/or internal hedging
instruments, which is unusual in the Europeanrsgtitecondly, our contribution is also
methodological: (1) we expand exposure-based litszaby addressing the endogeneity of
the hedging decision through a treatment effechouzlogy; (2) we bring new evidence
to the hedging-based literature on the use ofunstntal variables probit estimator, and
(3) we add to the hedging-value-related literatwrexplicitly addressing the endogeneity
between firm value, hedging and corporate govemahoices for the first time. Finally,
we add to corporate governance literature by r@vgatvidence in a specific way by

which governance can enhance firm value.
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RESUMO

As teorias de gestao do risco sugerem que a gflzde instrumentos de gestao do
risco, exclusivamente com o propésito de coberfpode promover o aumento do valor
da empresa por via do seu efeito ao nivel da coemerfiscal, custos de insolvéncia
financeira, custos do financiamento externo, assimo nos custos de agéncia. Numa
perspetiva tradicional, os estudos empiricos fpaedim-se na validacdo, perante as
proposicoes tedricas estabelecidas, das caraicsifihanceiras das empresas suscetiveis
de adotar mecanismos de protecdo face ao risco. ltra perspetiva de analise,
contemporénea a perspetiva dita “tradicional”, preena investigacdo de forma direta
dos efeitos da gestéo do risco no valor da empoessegja, quantifica o0 aumento de valor
inerente as atividades de cobertura. Alguns esttslmntes enfatizam o papel da gestéo
do risco como forma de controlar os custos de agésagerindo a existéncia de uma
relacéo entre os mecanismos de governo das soesedalgestao do risco.

Esta dissertacdo resulta da compilacdo de tréslasstampiricos que analisam
guestdes emergentes relacionadas com o valor tBogis risco financeiro nas empresas,
assim como a sua associagdo com 0s mecanismosvdm@alas sociedades. Para o
efeito, foi efetuada uma extensa analise as atieslale gestdo do risco e foi construido
um indice representativo da qualidade de goverrm yraa amostra de 567 empresas nao
financeiras cotadas na Euronext.

Ao nivel do primeiro estudo investiga-se se as esgw que utilizam instrumentos

de gestdo do risco os utilizam de facto para artmiaede exposicOes existentes, ou se 0s
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utilizam para fins de especulacéo. De forma a ifiest o procedimento das empresas em
relacdo a esta questdo, estima-se o nivel de €&poao risco de cada empresa da nossa
amostra e, posteriormente, verifica-se o efeitatilezacdo de instrumentos de cobertura
no nivel da exposicdo ao risco. Considera-se nbsare possibilidade de existéncia de
causalidade reciproca entre a utilizacdo de ingnios de gestdo do risco e o nivel de
exposicdo ao mesmo. Em face dos resultados oltjithr®to ao propdsito das empresas na
utilizacdo de instrumentos de gestdo do risco,segse-se para o segundo estudo, onde o
principal objetivo € a analise das caracteristizwempresas que promovem a utilizacéo
de instrumentos de cobertura, nomeadamente noiguespeito ao papel das estruturas
de governo das sociedades. Nesta analise consieerdipotese de que existem variaveis
independentes que sdo endogenas ao modelo. Nacer#pesar dos beneficios atribuidos
a gestdo do risco os custos inerentes podem saficagvos, pelo que € necessario
investigar se, de facto, as atividades de gesténsdo aumentam o valor da empresa.
Assim, o terceiro estudo empirico visa analisaa s#ilizacdo de instrumentos de gestao
do risco € compativel com o aumento do valor daresap nomeadamente quanto esta
tem associada uma boa qualidade de governo desdades. Também nesta analise se
considera a existéncia de problemas de endogemeidacknte a relacéo entre o valor da
empresa e as decisfes sobre a gestao do riscoeeosgtverno das sociedades.

As principais conclusdes deste trabalho podem istetizadas da seguinte forma:
(1) verificou-se que as empresas da amostra exibemis de exposicdo ao risco
significativos em relacdo aos trés tipos de ristoamalise (risco de taxa de cambio, de
taxa de juro e de variagédo do prego das mercagleriqge a utilizagdo de instrumentos de
gestao do risco reduz significativamente o niveéxigosicdo ao risco da empresa. Foram
igualmente validados os indicios de existénciaalealidade reciproca; (2) concluiu-se

gue empresas com uma boa qualidade de governzautilos instrumentos de gestao do
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risco com propositos de cobertura e que a dimendao empresa influencia
significativamente a tomada de decis6es em malérgestdo do risco, sendo igualmente
validada a hipotese de existéncia de endogeneitadelacdo entre decisdo de cobertura
de risco, estruturas de governo e nivel de investim finalmente, (3) considerando a
existéncia de endogeneidade na relacdo entre @ @lalempresa e as decisbes sobre
cobertura de risco e sobre governo das sociedates]ui-se que as empresas que
promovem a cobertura de risco, com uma boa quaidbe governo, com elevadas
rentabilidades e mais oportunidades de investimanims sujeitas a constrangimentos
financeiros, tém maior probabilidade de obter agéles significativamente mais
elevadas. Verifica-se, ainda, que as estruturagaderno implementadas na empresa
promovem o aumento de valor da empresa por viafelto ena estratégia de gestdo do
risco.

Apresentam-se de seguida as principais contribsicfeste estudo. Primeiro, foi
utilizada uma variavel representativa das atividatke gestdo do risco que compreende a
utilizacdo de instrumentos de cobertura externesv@dos) e/ou internos, situacéo esta
gue ndo € comum no espaco Europeu. Segundo, aerise contribuicbes também em
termos metodologicos, nomeadamente: (1) quanttematlira intrinseca a exposicdo ao
risco, promove-se a aplicagdo de um modelo queidenaso tratamento dos efeitos da
endogeneidade das decisdes de cobertrgatihent effect model(2) quanto a literatura
gue contextualiza a gestao do risco financeircesgtamos novas evidéncias mediante a
aplicacdo do método das varidveis instrumentaismadelo probit; finalmente, (3)
analisamos de forma explicita a endogeneidadenteséerelacdo entre o valor da empresa
e as decisdes sobre a gestdo do risco e goverrsodagades. Finalmente, demonstramos
0 papel da gestéo do risco na relacdo entre godasigociedades e valor da empresa, o

gue se traduz num contributo face ao estado daedate/o ao governo das sociedades.
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CHAPTER 1

Introduction

1.1Background and motivation

Over the last few decades globalization triggerapital market development and
meanwhile the increase in the volatility of thecps of financial and non-financial assets
generated a high degree of uncertainty at the catpsegment level. Indeed, the view
that the volatility of financial prices affects bathe cash flow of a firm’s operations and
its discount rate employed to value a firm, andrdfaee, the firm value, is generally
recognized (Muller & Verschoor, 2006). In the fagkthis reality, risk management
activities focused on the main variables repreagritie source of risk (foreign exchange,
interest rate, and commodity price) have becomedsta practice for firms facing
financial risks, which seems to highlight the pd@Enthat risk management has to
increase value.

At first glance, for most non-financial firms riskanagement tools represent the
support to firm value maximization and have becassential in the context of capital
market integration. So, it is implicit that the maobjective of a risk management
programme should consist of hedging against firdnesks. However, despite firms’
pronouncements in favour of derivatives use forgnagl purposes, it is not clear whether
this is the case. Actually, when managers includ®r tsubjective views about market
development when deciding on a risk managementranoge, they will increase risk, as

it is believed to have happened in the much pu#ttistories of Procter & Gamble,



Metallgesellschaft, Parmalat, Société Générale, ngmothers. Cleary, this situation,
which is not expected to benefit investors on ayergenerates a genuine apprehension
for investors and regulators as to what role riskhagement tools play in a corporation.

A priori, if companies are exposed to financial price rigksl if they use risk
management tools to manage one or more of thosesergs, a change in the sensitivity
of their returns to those risks would be evidemed the market reacts to risk management
activities. Until recently, little effort has beelirected towards analysing whether or not
firms are successful at reducing risk pertainingjriancial price exposures when hedging
instruments are used. To the best of our knowlettgestudy by He and Ng (1998) is the
first one to suggest that the extent of exchantge egposure is determined by the firm’s
hedging activities. In line with this study, otheorks, such as those from Allayannis and
Ofek (2001) and Hagelin and Pramborg (2004), docietka significant reduction in
foreign exchange exposure sustained by the useumércy exchange derivatives. In
contrast, Bali, Hume and Martell (2007) simultardglanalysed the three categories of
financial risks (exchange rate, interest rate, @mmodity price risk) and their results do
not generally support the hypothesis that derieatipositions offset risk. Undoubtedly, if
firms are not using derivatives to hedge existirgosures and/or firms’ financial risk is
economically insignificant relative to firms’ returit is possible that derivatives’ use at
the firm level will not be a value-enhancing exseci

While the widespread use of hedging instrumentsnse® be in line with the
positive theories that evoke risk management afitirelevel as valuable to shareholders
in the presence of capital market imperfectiong, émpirical evidence that numerous
studies provide remains controversial, which skdads to in-depth discussions in

academic literature concerning the truthful conttitn of risk management to firm value.



The first step to gaining an understanding of risknagement theories is provided
by Smith and Stulz (1985), which applied Modigliaand Miller’s (1958) irrelevance
proposition to the scope of risk management. Howewdile Modigliani and Miller’s
assumptions are relaxed, several arguments in guppacorporate risk management
proliferate: (i) the reduction of expected corpertdaxes (e.g., Smith & Stulz, 1985); (ii)
the reduction of the probability of financial dess (e.g., Nance, Smith, & Smithson,
1993), and (iii) the reduction of cash flow uncertya and reduction of agency conflicts
between bondholders and shareholders, thereby as#egeunderinvestment costs (e.g.,
Froot, Scharfstein, & Stein, 1993).

The latter arguments rest on the basis of sharehislgalue maximization, but, in
the meantime, additional arguments, based on méasag#ity maximization (e.g., Stulz,
1984; DeMarzo & Duffie, 1995; Tufano, 1998), haeeb developed. They postulate that
firm value is adversely affected by the degree ahagerial agency costs. The theories
developed on the basis of shareholder value maatioiz suppose that risk management
activities pursued by the firm align the interestsnanagers and shareholders. However,
if there is no proper control over managers’ adjdhey may be tempted to pursue these
activities looking to maximize their own objectivaad not necessarily to benefit their
shareholders.

Up to now, it is shown that risk management insgata can be used for hedging,
for managers’ self-interest, and for speculatibsebems that the ideal situation for the use
of risk management instruments arises where thezena agency conflicts between
shareholders and managers (Tufano, 1998). In liite Whis, corporate governance

mechanisnmiscan be viewed as a solution for the minimizatiérthe agency conflicts

! Corporate governance consists of the mechanisrhvimsure that shareholders receive a return ein th
investment (Shleifer & Vishny, 1997). Corporate gmance comprises both the firm-level and the ggunt
level mechanisms. For example, executive compensatiwnership concentration, board independence,
and market for corporate control.



between shareholders and managers (e.g., La Ropaz-de-Silanes, Shleifer, & Vishny,
2002). From this perspective, a high firm govermalevel assures effective monitoring of
management activities, thereby increasing theihkeld of derivatives’ use for hedging
purposes (e.g., Lel, 2012).

Over time, researchers have used two main appreaithempirically examine
whether hedging increases firm value. The firstthiad to uncover which hedging theory
best describes firms’ use of derivatives (e.g.,tflaar, Brown, & Fehle, 2009). While
there is some evidence in support of the theolepoadictions in test, in general the
results are fairly mixed. For example, empiricaidemce on the impact of agency
conflicts, which arise from ownership structure, lbedging activities is scarce and it
frequently runs counter to predictions (Haushalg800). Recently, another stream of
research stated that the key question for sharetwid whether hedging does, in fact, add
value to the firm. Empirical studies under this et approach directly test the value
implications of corporate risk management; thatoisay, if hedger firms have a higher
value when compared to their non-hedging countesp@hereas Allayannis and Weston
(2001) and Carter, Rogers and Simkins (2006) fimee@onomically large and statistical
significant value premium associated with hedgihig, and Jorion (2006) conclude that
hedging is not a significant determinant of firmluea Again, the empirical results are
misleading.

In the face of the inconclusive evidence on theuegbremium associated with
hedging, Allayannis, Lel and Miller (2012) highligkhe idea that the value obtained
through risk management could be conditional topcmate governance structures.
Specifically, the value inherent in hedging aciestpotentially depends on firm corporate

governance quality. Regardless of the straightfainass of this prediction, the issue is



rarely addressed in literature. So, it is cleart thather research on the corporate
governance effect on hedging premium is needed.

Overall, corporate hedging activities appear toeffective, since an extensive
exposure-based literature shows only weak evidemcéhe effect of financial risks on
stock returns. In light of this, it is surprisinigat the motives for and value of corporate
hedging are still in doubt. It is likely that pawf the inconsistent results reported in
previous risk management-based empirical studidaeso methodological aspects (Aretz
& Bartram, 2010). One possible explanation couldrélated to the hedging definition
frequently used (Clark & Judge, 2008). Indeed, megl@ctivities tend to be associated
with the use of derivatives, disregarding the filaett hedging can be pursued by other
means. This has been documented by several suhatysresent evidence concerning the
use of non-derivatives hedging instruments (e.gdriar, Hayt, & Marston, 1998).
Therefore, firms can be erroneously classified@smedgers and that may bias empirical
tests.

At the same time, most of the empirical studiesadbaccount for the endogeneity
implicit in the value/hedging relationship (e.g.llaanniset al, 2012) and in several
variables describing the different dimensions afpooate hedging, such as investment
opportunities (e.g., Lin & Smith, 2008), leverageg(, Graham & Rogers, 2002) and
corporate governance structures (Lel, 2012). Ordynall number of recent studies have
tried to address endogeneity concerns by applyimgl&aneous equations models (e.g.,
Bartramet al, 2009; Graham & Rogers, 2002; Hagelin, Holmén, gn& Pramborg,
2007) or sample selection criteria (e.g., Jin &awmr2006). Furthermore, the majority of
prior studies focus on small industry-specific seapf firms and, mostly, samples from

one country. On this matter, we observe that tleeafismall samples imposed restrictions



on the estimation of effects across several vagabimultaneously, which turns out to be
a key issue.

It is shown that according to the risk managemiégralture an impressive amount of
work has been done. Nevertheless, it seems obt@atertain questions with regard to
firms’ risk management activities remain unanswefedexample:

(1) Are firms using risk management instruments Hedging or for speculative
purposes?

(2) Do corporate governance structures affecta’sidecision to hedge?

(3) Does the strength of governance have power inervalue premium achieved
through hedging?

In addition, a number of empirical challenges, sash(1) the problem of hedgers’
misclassification and (2) the endogeneity implicithe value-hedging relationship and in
other variables that describe the different dimemsiof firm value and of corporate

hedging, have to be addressed properly.

1.2 Objectives and research method

Our main objective is to address a series of gomestregarding corporate risk
management and their relation to corporate govemam the hope of being able to
answer some of the puzzling issues in this fieltradwledge. Specifically, we analyse if
the firm uses risk management instruments with imedgurposes, and if so, if the
implementation of strong firm-level governance stmes is regarded as an active move
in the pursuit of valuable hedging activities. Tlsaccomplished with a collection of
three empirical studies that are based on a saai@é7 non-financial firms in the four
countries with stocks traded in Euronext — BelgiuRmance, The Netherlands, and

Portugal — during the period 2006-2008.



A deductive approach is adopted as a research théthall the three empirical
studies. In the first study we begin with a timeiese data analysis (linear regression
model) and then we perform a cross-sectional maritate analysis (ordinary least squares
and sample selection models, namely treatmentteffedels). The studies that follow use
also cross-sectional multivariate analysis, beihg tocus the simultaneous equations
models. In the second study we make use of insintaheariable probit estimators and in
the third study we apply the Seemingly Unrelatedression (SUR) estimator.

Specifically, in the first empirical study we ansdy whether firms use risk
management instruments for hedging or for spemdapurposes. We put together the
work of Jorion (1990) and Batit al. (2007) and follow a two stage procedure:

- Firstly, we analyse if our sample firms are indsghificantly affected by financial
risk factor movements. To this end, a time-seriedyais is conducted to measure a
firm’s exchange rate, interest rate, and commagliiye exposure as the sensitivity
of the value of the firmproxied by the firm’s stock returns, to unanticipated
changes in financial risk factors;

- Secondly, in order to identify a firm’s hedging speculative behaviour, we use a
cross-sectional estimation to analyse the effecfirais’ hedging activities and
operating profiles on financial price exposuresneasted in the first stage.

However, there are economic reasons to believefitina¢ do not randomly select
their hedging policy (Carter, Pantzalis, & SimkirZ)03). Accordingly, in the second
stage analysis, we also take into account the Ipbgsthat firms that hedge have higher
levels of exposure, which means that firms withighér level of exposure self-select
themselves into the group of firms that hedge. Tearty investigate this point, we
proceed with a two-step treatment effect model, revltbe hedging decision will depend

on the level of managerial agency costs and othmaisfincentives to hedge in accordance



with optimal hedging theory. We measure the le¥ahanagerial agency costs by using
an innovative methodology: the Lel (2012) firm-leyyovernance index that was built
based on two dimensions considered important bylitbeature to access corporate
governance quality.

The second study, based on an extensive revievhefhedging and corporate
governance literature, focuses strictly on thedsstiwhat motivates the use of hedging
instruments. In particular, the core of this stuslythe re-examination of the hypothesis
that a high governance quality increases the hbeld of hedging instruments’ usage in a
way consistent with shareholder maximization. GYedahe motivation of this study stems
from the fact that this prediction is economicgligtifiable and it is rarely addressed in
the literature.

As stated before, if firms are not using derivadiie hedge existing exposures
and/or firms’ financial risk is economically insifjpant, it is possible that hedging
strategies will not be valuable? Preceding risk age@ment-based studies are plagued by
the fact that they frequently take for granted fivats use risk management instruments
solely for hedging purposes. In this second stu@yowvercome this potential concern
following the first study results.

Likewise in the prior empirical study, our premegsproach relies on the fact that
corporate governance and other firms’ charactesistiffect firm decision to hedge.
However, we have economic reasons to believe tiraef the regressors of our model
are interrelated. Along this line, we have adjusiad estimation methodology to account
for the fact that several explanatory variablesesm@ogenous and the endogenous variable
of interest is dichotomous. Hence, in this invetiimn we expand the existing literature
by using instrumental variables probit estimatioamely the Amemiya’s Generalized

Least Squares (AGLS) and the Two-Stage Conditideimum Likelihood (2SCML)



estimators, to provide consistent estimates of ingdgehaviour. In addition, to obtain
second-stage consistent estimates for the othexgendus variables in examination, we
apply the SUR estimator.

The purpose of the third empirical study is to lakthe effect of the decision to
hedge on firm value conditional on the quality ofernal governance structures. To
accomplish this we consider in our baseline madaat the firm valueproxiedby Tobin’s
Q ratio, is driven by firm hedging behaviour, themtlevel governance structure and
several other firms’ characteristics. In additiémljowing the view of Allayanniset al.
(2012), we hypothesize that governance also affdwsimplementation of valuable
hedging strategies. By looking into the impact ofporate governance on the value
derived from the implementation of a hedging progree, this study seeks to contribute
to the increasing literature that argues that imioig corporate governance structures is
essential to control managers’ actions, speciffoathen it reveals a direct mechanism by
which governance can enhance firm value. To betett@ough its potential impact on the
firm hedging behaviour, good governance might atgoact firm value.

Finally, in the third empirical study we furthersasne that it is highly likely that
firms with higher value engage more often in hedgie.g., Hagelinet al, 2007).
Moreover, a number of empirical works questioned i good governance that causes
higher firm valuations, or alternatively, if firmsith higher market value chose better
governance structures (e.g., Beiner, Drobetz, S¢h&iZimmermann, 2006). Clearly, if
simultaneity exists between firm value, its hedgdegision and corporate governance
structure, we could not make an assessment ofabat connection when we estimate
our baseline model. Therefore, in subsequent aisales ought to control for the possible

interrelationships between firm value, hedging, aodporate governance policies with



the development of a comprehensive system of sametius equations where we apply

the SUR estimation method.

1.3 Contributions

Our three empirical studies contribute to the @xgsliterature in several ways. First,
in contrast with the bulk of empirical literatutegat commonly focuses on no more than
one type of risk and on small industry-specific plas, we begin our analysis by focusing
on financial risk as a whole and make use of adeoadample of non-financial firms
across all industries.

Second, most of the previous studies used US anddélid to analyse hedging
matters and only a few published papers enclossetheatters by means of data from
Continental Europe, namely with data based onrterational Accounting Standards 32
and 39 that require detailed reporting on derivestfvand none that we know of use data
on a sample formed by the four selected countries.

Third, in parallel with Judge (2006) we make usea@dll hedgingvariable. While
previous studies frequently employ derivatives’ asea proxy for hedging activities, we
use a dummy variable that accounts simultaneouslyhfe use/non-use of internal and
external hedging instruments.

Finally, in the three studies our contribution lsobamethodological in nature. To the
best of our knowledge, our first study is one @& tbw studies that explicitly incorporate
the wide range of financial risks in Jorion’s (19@@igmented market model. Besides, in
the first study we explicitly address the endoggnei a firm's hedging decision by

means of a treatment effect methodology, which msisual in the exposure-based

2 |AS 32, Financial Instruments: Disclosure and Presentatiaand IAS 39,Financial Instruments:
Recognition and Measuremetiioth issued by the International Accounting Stadd Board (IASB), have
been mandatory in the European Community since.2005
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literature. In the second study, we expand thetiegiditerature by using the AGLS and
the 2SCML estimators, two simultaneous equatiorstegys that involve limited and
discrete dependent variables and that are comnuselgt in the economics, sociology and
political sciences literature, but rarely appliadhe context of hedging literature. Further,
in the third empirical study, in order to analy$e timpact of hedging on firm value
depending on the strength of governance, we realdéseymodel proposed by Allayannis
et al. (2012) to also take into account the potentialogedeity implicit in the relationship

among firm value and its corporate governance &irec

1.4 Structure of the dissertation

The remainder of this dissertation consists of mre chapters. The purpose of
chapter 2 is twofold. First of all, it provides atical overview of the theoretical literature
on the link between hedging, corporate governaaoe, firm value which have been
briefly introduced in section 1.1. Secondly, it\e& as a background for the analytical
studies in chapters 4, 5, and 6. Specifically, dentify the instruments used for corporate
hedging and describe the most popular variabled fegerepresenting corporate hedging.
Then we provide a description of the different tie®of corporate risk management with
a review of the empirical evidence on these theoprmghlighting the major points of
consensus and disagreement. After that we reviewdlevant empirical studies relating
to the effect of hedging in firm value, present gegtinent literature concerning corporate
governance and firm value, and finally, focus ie #malysis of risk management as a
channel by which good governance improves value

Chapter 3 provides a comprehensive descriptiom@fsample selection procedure
and data that will serve as the basis for all kinee¢ empirical studies. At this time, we will

explain exhaustively the hedging proxy and the ocafe governance index construction.
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In chapter 4, we analyse whether the firms use mskagement instruments for
hedging or for speculation. First, we review thep@ial evidence related to the financial
price exposures, namely exchange rate, interestarad commodity price exposures, and
explore the determinants of these exposures. Thlepresent the research framework of
this study, which includes the development of thgpdtheses and the definition of
statistical modelling. We proceed to an interpretatof the (1) time series analysis
results, where stock price exposure is measurgay@as-sectional analysis results, where
we test the determinants of financial price expesand, finally, (3) the cross-sectional
analysis results, where we test for the determgahfinancial price exposure controlling
for the potential endogeneity in hedging decisions.

Chapter 5 presents a broad analysis of the chasimie of the Euronext non-
financial firms that engage in hedging, emphasizihg need to control for firms’
governance structures. In the research frameworkhigf study we hypothesize that
hedging decisions must be modelled simultaneoustii governance and investment
decision, which means that we have to define afsesstrumental variables that proxy for
each of the endogenous explanatory variables. Try oa with this analysis we validate
our instruments via several specification testsfarally proceed with AGLS and 2SCML
estimation.

In chapter 6, we investigate if the use of hedgmgjruments is consistent with a
higher valuation for firms that experience strommye&ynance structures. By means of the
same sample used for the two preceding studiedirstanodelled the Tobin’s Q ratio as
driven by firm hedging behaviour, firm-level govante structure, and several other
firms’ characteristics from prior literature. Fueth we proceed with a model employing
an interaction variable in order to investigateaify indirect effect of hedging on firm

value exists by means of governance structuresllizirwe control for the existence of
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potential interrelationships between firm value dredlging, and corporate governance
policies. Thereby, we advance with the interpretatf the simultaneous equations model
that seeks to deal with the potential endogeneitgray firm value and hedging, and firm-
level governance policies.

Finally, chapter 7 concludes and summarizes tresarek. In this chapter, we review
the results from the former chapters, discuss thlationships, and describe the
contributions of this study to the exposure-badweetjging, and corporate governance
literature. Furthermore, we discuss the limitatimisthe study and the extensions for

future research.
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CHAPTER 2

Theoretical background

2.1Introduction

Financial risk management theory, which stems froarket imperfections and
violations of the perfect world assumptions of Mgini and Miller (1958), argues that
risk management can add value if it supports tlteiggon of expected tax liabilities
(Smith & Stulz, 1985), the reduction of the proliépiof financial distress (e.g., Nance
et al, 1993), and the reduction of underinvestment g@stg, Frookt al, 1993).

Tufano (1996) classified these positive theoriesarporate risk management under
the scope of the shareholder value-maximizing tkepsince they focus on hedging as a
means to maximize shareholder value. Meanwhileth@nayroup of theories — manager
utility-maximizing theories — postulate that firmengage in hedging activities for
managerial reasons, such as reducing managersinaerask (Stulz, 1984), signalling
managerial ability (DeMarzo & Duffie, 1995), andoaling capital market disciplining
(Tufano, 1998). In light of this, recent investigat suggests that the managerial agency
conflicts forge a link between corporate hedgingvaes and governance mechanisms
(e.q., Allayanniset al, 2012; Lel, 2012)

Many studies have tried to uncover which theorhedlging best describes firms’
use of derivatives (e.g., Bartragh al, 2009; Haushalter, 2000; Tufano, 1996), however,
they ignored real-side factors behind risk manageniée notion that the conception and

implementation of a hedging strategy requires amament of financial, physical and



human resources that can represent significant dostthe firm, and that these costs
should not exceed the potential benefits of risknaggment is well-known (Smith &
Stulz, 1985). Therefore, the key question for shalders is whether hedging does, in
fact, add value to the firm. In light of this, acead group of recent studies directly test the
impact of risk management activities on firm valigeg., Allayannis & Weston, 2001;
Guay & Kothari, 2003; Jin & Jorion, 2006). But alsothis strand of analysis, the control
of managers’ actions must be a central issue. Alaoghy, Allayanniset al. (2012)
suggest that a firm’s high governance level inasathe likelihood of the use of
derivatives for hedging purposes, thereby leadingdre valuable hedging activities.

In this context, this chapter aims to present #cali overview of the theoretical
literature on the link between risk managementpa@te governance, and firm value. In
addition, we analyse the related empirical studkl@ghlighting the major points of
consensus and disagreement. From the analysis iwequb the limited number of studies
using data for non-US firms and conclude that aeriaeas are unexplored, in particular,
the specification of the variables used to represee implementation of hedging
strategies and the investigation of the link betwgevernance mechanisms and hedging
premium. It is worth noting that empirical studies these matters frequently fail to
account for the endogeneity of the variables thescdbe different dimensions of
corporate financial policy. So, in order to progedapture these effects, a thorough
understanding about the causal structures is redjuir

Indeed, previous empirical tests on corporate megdheories have presented
evidence that is consistent with some of the theaepredictions. Among the most
remarkable findings is the avoidance of financiatrdss as a key objective of the users of
derivatives (e.g., Berkman & Bradbury, 1996). Ists#so been documented that the size

of firms is related to the propensity to use ddies (Bartranet al, 2009). Nevertheless,
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the most notable aspect of prior empirical rese@dhe absence of consistent evidence
on other reasonable and well-regarded hypothestltdrminants of the decision to
hedge. For example, empirical evidence on the impa@agency conflicts, which arise
from ownership structure and from executive compgas policies, on hedging activities
is scarce and it frequently runs counter to prezhst (Haushalter, 2000). Moreover,
empirical evidence concerning the influence ofrens quality of governance on the way
the firm uses hedging instruments is also stilfcga

Similarly, in several empirical studies on the \eleffects of hedging there are
references to the mixed, and often contradictoegults. It is likely that part of the
inconsistency of previous empirical results is doemethodological aspects (Aretz &
Bartram, 2010). Clark and Judge (2008) mentionea rthsclassification problem of
hedging activities as a potential source of emgiriias. Most studies tend to associate
hedging activities solely with the use of derivag\ye.g., Allayannist al, 2012; Marsden
& Prevost, 2005; Mian, 1996). However, hedging barpursued by other means, such as
foreign currency debt, leading and lagging, contpass-through clauses, among others.
Furthermore, the majority of prior studies focus small industry-specific samples of
firms (e.g., Haushalter, 2000; Jin & Jorion, 2086, mostly, samples from one country
(e.g., Davies, Eckberg, & Marshall, 2006; Josefid(3. On this matter, we observe that
the use of small samples imposed restrictions ereitimation of effects across several
variables simultaneously, which turns out to beey kssue. We uphold that hedging
decisions must be considered simultaneous withrgawnee and other financial decisions
of firms (Lel, 2012). Undoubtedly, the hedging aéfon frequently used and endogeneity
issues are the main subjects that only a few restadtes have tried to address.

The remainder of this chapter is organized inte fmore sections. Section 2.2

identifies the instruments used for corporate hegigand describes the most accepted
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variables used to represent corporate hedgingidde2t3 provides a description of the
different theories of corporate risk management #mal related empirical evidence.
Section 2.4 reviews the relevant empirical studétating to the effect of hedging in firm

value. Section 2.5 presents, first the review ef plertinent literature regarding corporate
governance; then, it focuses on good governaneemasans by which hedging improves

value. Section 2.6 summarizes and concludes thaeha

2.2 Corporate risk management instruments and their pray variables

Providing an adequate measure for corporate hedgiaghecessary element to the
success of empirical tests. However, hedging digs/itend to be systematically
associated with the use of derivatives, disregartie fact that hedging can be pursued
by other means. As we will show, this has been nmued by several works that present
evidence concerning the use of non-derivatives ingdmstruments. Consequently, the
number of hedgers can be underestimated and tigat imas empirical tests.

It is worth noting that the usage of one or othértlee previously mentioned
variables is conditioned to data availability. Thesquite clear, when we refer to the
limited number of studies using data for non-U$Sn&r mainly in Continental Europe.
Conveniently, this situation tends to improve, maibecause of mandatory disclosure

requirements set by regulators.

2.2.1 Corporate risk management instruments

Survey evidence indicates that firms actively harttieir financial price exposures
using off-balance-sheet techniques and/or on-balaheet techniques (e.g., Bodeaal,
1998). Similarly, these techniques also can be daamseexternal hedging techniques and

internal hedging techniques (e.g., Davesal, 2006; Joseph, 2000). In Joseph’s (2000)
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view, market risks like exchange rate, interest,rand commodity price can be reduced
through the use of external hedging instrumentsh sas derivatives (forwards, futures,
swaps, and options), foreign currency borrowinglieg, factoring bills receivable,
among others. Alternatively, when firms managerthisks through the use of instruments
that they have internally available; in other wordsstruments that do not require
transactions or services from financial instituipwhich involve the implementation of
operational and financial strategies, they are nwakise of internal hedging instruments.
Within a related point of view, Daviest al. (2006) propose only derivatives as external
hedging techniques and all the other on-balancetstezhniques as internal hedging
techniques. Similarly to this, Judge (2006) defihedgers as firms that use derivative and
non-derivative hedging methods.

If firms hedge their exposures through on-balarwes operating strategies, this
can establish the so-called natural hedge, whidh essence an operational hedge. The
straightest form of natural hedge is asset/ligbilinanagement (Joseph, 2000).
Asset/liability management is a technique thatvedl@ company to minimize its exposure
to financial price risk by means of holding thehtigcombination of on-balance-sheet
assets and on-balance-sheet liabilities. This igcdenattempts to match the maturity,
prices or currency of cash inflows from assets witlsh outflows from liabilities. The
most used form of asset/liability management isdtnacturing of a firm’s debt profile:
debt maturity combination, debt fixed-floating irégst rate combination and/or debt
currency combination. For example, a firm with thajority of its debt service payments
attached to a floating rate index is not necessadposed to interest rate risk. To
determine the level of exposition, we must analifse correlation between a firm’s

operating cash flows and interest rates. As a tiesudperating cash flows is positively

% Later on we adopt the segmentation proposed byeBaval. (2006) and Judge (2006).
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correlated with short-term rates, the firm will leathe motivation to use more short-term
debt. Also, foreign currency-denominated debt (fpredebt hereafter) acts as a natural
hedge of foreign revenues. Foreign currency debticge payments represent a cash
outflow in a foreign currency and consequently banused to match foreign currency
revenues, which represent a cash inflow in foreigmency.

Furthermore, we can refer to the existence of dieomi operational hedging
strategies and long-term operational hedging gfieée Examples of short-term strategies
are matching and netting, leading and lagging, ddimeurrency invoicing, adjustment
clauses in sales contract, and transfer pricingeagents (Joseph, 2000). In respect to the
long-term operational hedging strategies, we cantfut, for example, the expansion of
a firm’s operations into new geographic aréas.

If the company chooses the adoption of strategilegad to its financial activity, it
possibly used the so-called structured or hybrstriments (Smith, 1995). A hybrid
instrument is shaped by combining two types of sges: typically a standard debt or
equity security and an over the counter (OTC) deive, such as a forward contract, a
swap or an option. For example, convertible borfdrsed by adding equity options to
straight debt; convertible preferred — the combamabf a standard preferred share with an
embedded call option, or debt with caps — the coatimn of standard debt with a call

option.

2.2.2 Measures of corporate risk management

2.2.2.1Measures of external hedging

* Diversification will reduce risk because combiniogsh flows that are not perfectly correlated wil,
general, reduce the overall variance of the conbifren cash flows. We can point out three types of
diversification: product diversification (when arfi expands its product lines), geographic diveratfon
(when a firm expands its operations into new geglyaareas), and pure diversification (when a firm
expands into unrelated business activities).
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Concerning empirical studies that define hedgers raan-hedgers on the basis of
derivatives and non-derivatives’ usage, it is int@ot to note that, over time, they have
been plagued by the unavailability, or even thé& l@oquality, on data related to corporate
derivatives’ use. So, the construction of meanihigéalging variables is strongly affected.

Within this context, it should be mentioned thakt timajority of prior work
concerning risk management is based on sampleS§dirkds or samples of non-US firms
that are cross-listed in US financial markets (N¥ark Stock Exchange — NYSE,
National Association of Securities Dealers Autorddtesting — NASDAQ, and American
Stock Exchange — AMEX). Undoubtedly, it is at thmancial Accounting Standards
Board (FASB hereafter) level that the greatest reffor improvement in terms of
accounting and disclosure of financial instrumengsnely derivatives, takes plateAs a
result, with the exception of firms with Americarefbsitary Receiptscorporate hedging
activities’ disclosures outside the US are mairdijuntary.

While disclosure of corporate hedging activitiesfimancial statements has been
mandatory in the US since December, 1994 (FAS 11®),example in UK this
requirement only occurred in March, 1999 (FRS) Ehd in the European Community in
January, 2005, with the adoption of Internationakcdunting Standards (IAShamely

IAS 32 and IAS 39.

® The FASB issued a series of standards intend@dgmve transparency of derivatives use. For exampl
Financial Accounting Standard (FAS) 1@isclosure of Information about Financial Instruntemvith Off-
Balance-Sheet and Financial Instruments with Cotreg¢ions of Credit RiskFAS 107,Disclosures about
Fair Value of Financial Instrument§&AS 119 Disclosure about Derivative Financial InstrumentsdaFair
Value of Financial Instrumentsand FAS 133,Accounting for Derivative Instruments and Hedging
Activities

® In order to be able to reach American Investoferaign company can choose to set up a direchargli
listing or an American Depositary Receipts progranifhese firms are required to file periodicallythwi
the Security Exchange Commission and reconcile Githerally Accepted Accounting Principles in United
States and the FASB rules in their annual reports.

" In September 1998, the Accounting Standards BimatiK issued a Financial Reporting Standard No. 13,
entitled Derivatives and other financial instruments: Disslioes Non-financial listed companies in UK are
required to comply with FRS 13 with effect from Rizwrch 1999.
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Several measures of derivatives’ use were proposdle literature, but we will
present only the four most popular: (1) the dumnayiable representing derivatives’
usage (discrete measure); (2) the total notionklevaf derivative contracts; (3) the net
notional value of derivative contracts, and (4) fide value of derivative contracts. All the
variables concern derivatives held by each firmnon-trading purposes. In Table 2.1 we
present an extensive description of the varialilas proxy for external hedging methods
and the specific reviewed paper that uses eaclhlariPanel A lists discrete measures
and the Panel B lists continuous measures of carptredging. Note that the use of more
than one measure of corporate hedging is frequéinwerforming empirical tests in

each study.

Table 2.1:Summary of variables used in studies that define ligers on the basis of external hedging

techniques
Panel A. Discrete measures of external hedging temlques
Variable used Risk hedged Reference8
Dummy = 1, if derivatives are used; O otherwise. | Al Bartram, Brown and Conrad (2011);

Belghitar, Clark and Judge (2008);
Berkman, Bradbury, Hancock, Innes
(2002); Fok, Carroll and Chiou (1997);
Mian (1996); Nancet al. (1993); Nelson,
Moffit and Affleck-Graves (2005);
Marsden and Prevost (2005)

FX Allayanniset al. (2012); Allayannis and
Weston (2001); Clark and Mefteh (2010);
Géczyet al (1997); Lel (2012);
Purnanandam (2008)

CP Purnanandam (2008)

FX; IR  Deshmukh and Vogt (2005); Graham and
Rogers (2002); Purnanandam (2008);
Whidbee and Wohar (1999)
Dummy = 1, if the extent of hedging with FX; IR  Deshmukh and Vogt (2005)

derivatives is above its sample median value;

0 otherwise.
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Table 2.1:Summary of variables used in studies that define ligers on the basis of external hedging

techniques(cont.)

Panel A. Discrete measures of external hedging tetlgques

Variable used

Risk hedgec

Reference8

Dummy = 1, if the percentage of the next year's CP

fuel requirements hedged is greater than zero;

0 otherwise.

Carteet al. (2006)

Dummy = 1, if the firm hedges committed CP
transaction foreign currency exposure; 0

otherwise.

Hageliret al. (2007)

Dummy = 0, if the firm does not disclose the useFX; IR
of derivatives; Dummy = 1, if the firm discloses

using swaps either alone or swap combinations;
Dummy = 2, if the firm discloses using forwards

either alone or forwards combinations.

Géczyet al. (2007)

Hedging intensity = stands for the number of All
different types of derivatives a firm is using
(between 0 and 12).

Bartramet al. (2011)

Panel B. Continuous measures of external hedgingdeniques

Variable used

Risk hedgec

Reference8

The value of notional amount of derivatives All

outstanding at balance date scaled by the

market value of the firm.

Berkman and Bradbury (1996); Howton
and Perfect (1998); Marsden and Prevost
(2005)

FX;IR  Graham and Rogers (2002)
The value of notional amount of derivatives All Gay and Nam (1998); Guay and Kothari
outstanding at balance date scaled by total (2003)
assets. FX Clark and Mefteh (2010); Lel (2012)
The value of notional amount of derivatives FX Purnanandam (2008)
scaled by total sales of the firm. IR Borokhovich, Brunarski, Crutchley and

Simkins (2004)

The fair value of the derivatives outstanding at Al

balance date scaled by the market value of the

Berkman and Bradbury (1996); Howton
and Perfect (1998); Marsden and Prevost

firm. (2005)
The absolute value of net derivative positions. ; X Graham and Rogers (2002)
The percentage of the next year’s fuel CP Carteet al. (2006)

requirements hedged.
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Table 2.1:Summary of variables used in studies that define ligers on the basis of external hedging

techniques(cont.)

Panel B. Continuous measures of external hedgingdieniques

Variable used Risk hedged Reference8

The fraction of committed transaction foreign FX Hagelinet al. (2007)

currency exposure.

The cash flow sensitivity of a firm’s derivatives Al Guay and Kothari (2003)
position.
The market value sensitivity of a firm’s All Guay and Kothari (2003)

derivatives position.

The delta of the firm that hedges with currency FX; IR  Nelsonet al. (2005)
or interest rate derivatives = firm's outstanding

notional amount of currency or interest rate

derivatives scaled by either foreign sales, total

sales or total debit.

Note. This table lists the corporate risk managementipsoused in empirical studies that define hedgelsly on the
basis of external hedging instrument usage. Sevasigers combine the use of a dummy variable indigat
derivatives’ usage and a continuous variable, Wsdlé total notional value of derivative contracBanel A lists
discrete measures and Panel B lists continuous mesasficorporate hedging.

2All stands for all categories of risks, FX for fape exchange risk, IR for interest rate risk and 6GPcbmmaodity
price risk.®? Whereas most studies focus on samples of US anfirbli§, a few studies have also focused on samples
of other countries, such as Australia (Berkreaml, 2002), France (Clark & Mefteh, 2010), New ZealéBdrkman

& Bradbury, 1996; Marsden & Prevost, 2005), NorwBpayieset al, 2006), Sweden (Hageliet al, 2007) and a
broad sample of countries (Bartratal, 2011; Lel, 2012).

The most common variable used to measure corpbeatging is, undoubtedly, a
dummy variable representing whether the firm usasvdtives. Yet, several versions of
this dummy can be found in reviewed papers. Fomgte, Nanceet al. (1993) and
Marsden and Prevost (2005) define hedgers as filmss use any type of derivatives.
Other works, like Géczgt al. (1997) and Allayannis and Weston (2001), confiadders
to firms that use foreign exchange derivatives.

Another group of works propose the total notionalue of derivative contracts
(usually scaled by firm size) as a measure for @@ate hedging (e.g., Berkman &
Bradbury, 1996; Howton & Perfect, 1998; Lel, 20Marsden & Prevost, 2005). In fact,
the total notional value has some advantage overdinmmy variable. It provides

information about the level of risk management, ihe the dummy variable provides
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information solely about the decision to hedge. ¢ammputing this variable we sum up the
notional value of each derivative contract heldhmy/ firm despite the position taken (short
or long positionf So, if a firm holds offsetting contracts, the tatational value may
overvalue risk management activities (Graham & Reg2002). A few reviewegapers
use in addition the fair value of the derivativetacts held (Berkman & Bradbury, 1996;
Howton & Perfect, 1998; Marsden & Prevost, 2009)e Tair value is defined as the
absolute value of the net gain or loss on derieatpositions.

Graham and Rogers (2002), trying to avoid the ifledtlimitation of total notional
value, calculate the absolute value of net dexeatpositions in each category of
derivative contracts. The net position is the ddfee between each firm’s long and short
position. However, they conclude that using nefitpoys as opposed to total position, has
only a marginally significance in the identificatiof firm’s characteristics that determine
corporate hedging decisions.

Several works combine the analysis of which factmrsld be associated with the
probability that a firm hedges and the analysishef factors that are associated with the
extent of hedging (e.g., Allayannis & Ofek, 200Iratzam & Rogers, 2002; Lel, 2012;
Marsden & Prevost, 2005). These works combine #eeaf a dummy variable indicating
derivatives’ usage and a continuous variable, stiad total notional value of derivative

contracts.

2.2.2.2Measures of internal and external hedging

The vast majority of empirical studies define hedgend non-hedgers based on the

use or non-use of derivatives, ignoring the faet thedging can be pursued by other

8 A long position is the one that benefits from princreases. Conversely, a short position is thetbat
benefits with prices decreases.
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means’ In general, these studies have assumed the uderivétives as an image of the
adoption of risk management policies, mostly beealesivatives are considered the most
valuable tool for hedging. In addition, the unaahility of data about non-derivative
hedging methods has imposed strong limitationshenuse of the variables that seek to
represent the existence of internal hedging stieded\ccording to Mackay and Moeller
(2007), this is one of the restrictions concernihg construction of hedging variables.
They collected information about risk managemeniviies on a sample of 34 US oil
refiners, between 1985 and 2004, and put out scafeeences to the use of derivatives
prior to 1996. Even in later years, they verifytthadging disclosures are still limited to
information required by FASB rules, that is, distlees concern only conventional
derivatives and do not include non-derivative hedgnethods.

Contemporary studies recognize the importance tefnal hedging technigques and
put forward the inadequate specification of exgptimariables that proxy for the
implementation of hedging strategies, as a sour@npirical tests bias (Clark & Judge,
2008; Davieset al, 2006; Joseph, 2000; Judge, 2006; Mackay & MaeR607). The
argument above rests on the basis of several sttiti have investigated various aspects
related to derivatives’ use. They always presemdezce concerning the use of non-
derivatives instruments for hedgihgAlso, another group of studies has documented the
use of foreign debt for hedging a firm’s foreigmremcy exposure. While Bartraet al.
(2009), Géczyet al. (1997) and Lel (2012) investigated whether foreigbt acts as a

substitute or a complement to hedging with derinestj Allayannis and Ofek (2001),

° It should be noted that over the empirical papeesreviewed, only fourteen papers employed proxies
variables concerning internal and external hedtgefniques.

10 See, for example, Wharton studies on US non-fiifiems (Bodnaret al, 1996 and 1998); for non-US
firms studies include Bodnar and Gebhardt (1999)Germany, De Ceuster, Durinck, Laveren and
Lodewyckx (2000) on Belgium, Bodnar, Jong and Macf2003) on the Netherlands, Alkeback, Hagelin
and Pramborg (2006), and Mallin, Ow-Yong and Regia@¢?001) on the UK.
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Clark and Judge (2008), and Kedia and Mozumdar3RibWestigated the determinants of
the choice of foreign debt issuance.

The most frequent approach to measuring corporatiging with internal and
external methods consists of using a dummy varitidé points out the use/non-use of
hedging instruments. For example, Judge (2006) igesvempirical evidence on the
determinants of corporate hedging using surveyrandsurvey data for UK companies.
He analyses all type of risks (foreign exchangde, irgterest rate risk and commaodity price
risk) and defines hedgers as firms that use dérestor non-derivatives hedging
methods. As non-derivatives hedging methods Judg@6) considers the use of foreign
debt, the issuing of fixed rate debt and the uséntgrnal hedging techniques such as
leading and lagging. In the case of Joseph (2@@6)investigation is restricted to foreign
exchange exposure and hedgers are defined asthahsccasionally and frequently use
hedging instruments. Several other versions ofdilmmy variable were introduced by
reviewed papers. Those variables are summarizefialle 2.2. Panel A lists discrete
measures and Panel B lists continuous measuresrpbrate hedging with internal and

external hedging techniques.

Table 2.2:Summary of variables used in studies that define ligers on the basis of internal and

external hedging techniques

Panel A. Discrete measures of internal and/or exteal hedging techniques

Variable used Risk hedge¢ Reference8

Dummy = 1, if derivatives are used; O otherwise. | Al Bartramet al.(2009)

IR Kim, Mathur and Nam (2006)
FX Allayannis and Ofek (2001)

CP Haushalter (2000)

Dummy = 1, if the firm uses hedging CP Jin and Jorion (2006)

instruments; 0 otherwise.
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Table 2.2:Summary of variables used in studies that define lugers on the basis of internal and

external hedging techniquegcont.)

Panel A. Discrete measures of internal and/or extaeal hedging techniques

Variable used Risk hedged Reference8
Dummy = 1, if the firm occasionally and FX Joseph (2000)
frequently uses hedging instrumehts;
0 otherwise.
Dummy = 1, if the firm uses either external or All Judge (2006);
internal hedging instruments otherwise. EX Davieset al. (2006)
Dummy = 1, if the firm usually hedges with CP Mackay and Moeller (2007)

derivatives; 0 if the firm rarely or sometimes

hedges (hedging intensity).

Dummy = 1, if the firm only hedges financial All Mackay and Moeller (2007)
risks with derivatives; 0 if the firm hedges

operating risks.

Dummy = 1, if the firm hedges with derivatives  FX Allayannis, Ihrig and Weston (2001)

or foreign currency debt; O otherwise.

Dummy = 1, if the firm hedges only with foreign FX Clark and Judge (2009)

currency debt; 0 = otherwise.

Dummy = 1, if foreign debt is used; O otherwise. FX Allayannis and Ofek (2001); Bartram
et al. (2009); Kedia and Mozumdar
(2003); Kimet al. (2006)

Dummy = 1, if the firm hedges only with short- FX Clark and Judge (2009)

term derivatives (forwards, futures and options);

0 otherwise.

Dummy = 1, if the firm hedges with both FX Clark and Judge (2009)
derivatives (short and long-term) and foreign

currency debt; 0 otherwise.

Dummy = 1, if the firm hedges with swaps to FX Clark and Judge (2009)
convert foreign currency debt into domestic debt

to create synthetic domestic debt; O otherwise.

Dummy = 1, if the firm uses only synthetic FX Clark and Judge (2009)
foreign currency debt by swapping domestic
debt into foreign currency debt and has no direct

foreign debt; O otherwise.

28



Table 2.2:Summary of variables used in studies that define llgers on the basis of internal and

external hedging techniquegcont.)

Panel A. Discrete measures of internal and/or exteal hedging techniques

Variable used Risk hedgec Reference8

Dummy = 0, if the firm does not disclose the use FX Davieset al. (2006)
of hedging instruments; 1, if it discloses only the
use of internal instruments; 2, if it discloses the

use of internal and external instruments.

Dummy = 1, if the firm discloses the use of FX Clark and Judge (2008)
derivatives and foreign currency debt; dummy =

2, if the firm discloses only the use of foreign

currency debt; dummy = 3, if the firm discloses

only the use of derivatives.

Dummy = 1, if only derivatives are used,; FX Allayannis and Ofek (2001)

dummy = 0 if only foreign debt is used.

Panel B. Continuous measures of internal and/or egtnal hedging techniques

Variable used Risk hedge¢ References

The value of a notional amount of derivatives FX Allayannis and Ofek (2001)

outstanding at balance date scaled by total assets.

The value of a notional amount of derivatives FX Allayannis and Ofek (2001)

scaled by total sales of the firm.

The value of a notional amount of derivatives FX Kim et al. (2006)
scaled by the sum of foreign sales and export

sales.

The percentage of estimated production hedged CP Haushalter (2000); Jin and Jorion (2006);

(delta percentage). Lookman (2004); Tufano (1996)
The percentage of current reserves hedged. CP ndidaion (2006)
The difference between the percent of sales that All Bartramet al. (2009)

are foreign and the percent of assets that are
foreign, i.e., the net foreign currency exposure
(operational hedging).

The number of countries in which a firm FX Allayanniset al. (2001); Kimet al. (2006)

operates (operational hedging).

The number of broad regions in which a firm FX Allayanniset al. (2001); Kimet al. (2006)

has subsidiaries (operational hedging).
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Table 2.2:Summary of variables used in studies that define ligers on the basis of internal and

external hedging techniquegcont.)

Panel B. Continuous measures of internal and/or egtnal hedging techniques

Variable used Risk hedged Reference8

The geographic dispersion of its subsidiaries FX Allayanniset al. (2001); Kimet al. (2006)

across different countries (operational hedging).

The geographic dispersion of its subsidiaries FX Allayanniset al. (2001); Kimet al. (2006)

across different regions (operational hedging).

Sales-based and cost-based hedge ratio CP Mackay and Moeller (2007)
(endogenously hedge rates).

Measure of real optionality. CP Mackay and Moe{R007)
Vertical integration (diversification) = one minus CP Mackay and Moeller (2007)

Herfindahl of a firm’s business segments related
(unrelated) to oil refining (proxies for natural
hedge).

Note. This table lists the corporate risk managementipsoused in empirical studies that define hedgarthe basis

of internal and external hedging instruments’ us&mme studies make use of one variable to repréiseruse of
external hedging techniques and an additional (orenthan one) variable to represent the use ofnatehedging
techniques. A few papers combine the use of a dumamiable indicating derivatives’ usage and a cuomius
variable, usually the total notional value of dative contractsPanel A lists discrete measures and Panel B lists
continuous measures of corporate hedging withnialeand external hedging techniques.

2 All stands for all categories of risks, FX for fage exchange risk, IR for interest rate risk and 6GPcommodity
price risk.® Whereas most studies focus on samples of US andirbli§, a few studies have also focused on samples
of other countries, such as Canada (Tufano, 1996)waly (Davieset al, 2006), and a broad sample of countries
(Bartramet al,, 2009).° The internal hedging techniques considered ardslaad lags, matching inflows and outflows
with respect to time of settlement, inter-comparstting of foreign receipts and payments, domestirency
invoicing, adjustment clause in sales contraceté&sbility management and transfer pricing agreets. The external
techniques analysed include: foreign currency hwirrg/lending, forward exchange contracts, foreigchange
options, foreign exchange futures, factoring bikseivable, cross-currency interest rate swapidorcurrency
swaps, European currency unit, special drawingsighther currency blocs and government excharsffegriarantee.

4 Judge (2006) classifies firms as hedgers when theke any reference to hedging their financial pegposure in
their annual reports. This hedging may compriseube of derivatives and/or non-derivative hedgirgghads. The
non-derivatives hedging methods include the uséoign currency debt, the issuing of fixed ratdtdeetting,
matching and leading and lagging. Davegsal. (2006) classify firms as foreign currency hedgather if they use
derivatives instruments (external hedging methamislany of the following internal methods: matchimefting,
leading/lagging, pricing considerations, foreignmrbwing, foreign bank accounts and/or balance shedging.

Another possibility for representing the use ofemtal and external hedging
methods was provided by Allayanmisal. (2001) and Kinet al. (2006). They usseveral
variables as proxies for the existence of sevaskl management strategies, namely
financial and operational hedging strategies, @ngAllayanniset al. (2001), a dummy
variable indicates the use of foreign currency\adgives or foreign debt. In addition, four
other variables representing a firm's operationatidging strategies are used: (1) the

number of countries in which it operates, (2) thuenber of broad regions in which it is

30



located, (3) the geographic dispersion of its slibges across different countries, and (4)
the geographic dispersion of its subsidiaries acregions.

The third approach proposed in the literature forasent the use of internal and
external hedging strategies is the delta percentHye delta percentage is defined as the
delta of the firm risk management portfolio held tne firm divided by its expected
production. This variable was first introduced byfano (1996) and more recently used
by Jin and Jorion (2006), and it is appropriateptoxy for the level of exposure to
commodity price risk that is hedged. Unfortunatetpmputing the delta percentage
requires very detailed data on derivatives’ usejclwhs available only for a few
industries, such as in North American gold miniigfano, 1996) or the US oil and gas
industry (Haushalter, 2000; Jin & Jorion, 2006; kian, 2004).

Lookman (2004) goes further in the specificationtbé delta percentage. He
disaggregates the risk exposure into primary risleg have a significant impact on a
firm’s financial condition and secondary risks tHave only a small impact. As a
consequence, he constructs proxies for primarysaedndary risk hedged by interacting
delta percentage with a function that classifienmmdity price as a primary or secondary
risk for the firm.

Recent work on “selective hedging” (Mackay & Moe]l@007) confirms that the
use of derivatives does not tell the whole risk agment story. Mackay and Moeller
(2007) use several measures of risk managemenittigsti Firstly, they estimated a sales-
based and a cost-based hedge ratio. The modart#ates these estimates is developed on
the basis of a discriminating risk management @agne that hedges concave revenues
(conditional hedging) and leaves concave costssegconditional exposure). Secondly,

they use two binary variables that stand for “hedgntensity” and “financial hedging”.
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Further, they control for “real optionality”, verdl integration and diversification.

Vertical integration and diversification providedination for natural hedge.

2.3 Arguments for corporate risk management

According to classical propositions proposed by Mbani and Miller (1958), the
capital structure of a firm has no impact on itsuea since shareholders can replicate
corporate financing policies by themselves, wititlown transactions on capital markets.
Smith and Stulz (1985) apply the logic of Modigiiaand Miller to corporate risk
management and suggest the extension of the iamtevproposition of capital structure
through corporate risk management. According toseheuthors, corporate risk
management as a financial activity would not inseeghareholder value, since the firm’s
owners could perform the management of financslsribetter than managers due to the
effect of portfolio diversification.

A closer analysis, however, reveals that the astsongpof Modigliani and Miller
(1958) do not hold in reality, because of the @xise of capital market imperfections,
such as taxes, financial distress costs, agencts aysasymmetric information. Stulz
(1984), Smith and Stulz (1985), Fraaital. (1993), DeMarzo and Duffie (1995), Breeden
and Viswanathan (1998), among others, demonstthtedhe existence of capital market
imperfections can create higher market valuesiforsf that engage in hedging activities.
So, in the first place, the rationale behind riskniagement is that it adds value to the firm
in ways shareholders cannot achieve on their own.

Some theories have been developed supporting @eposk management in terms
of its impact on firm value. Tufano (1996) classifi these theories under two main
classes: shareholder value-maximizing theories amahagerial utility-maximizing

theories. The first one focuses on hedging as ansn&a maximize shareholder value.
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Hedging is, therefore, beneficial to shareholdersalise it can mitigate costs associated
with market imperfections. In this case, hedgingised for reducing expected tax costs,
the probability of financial distress and to avaitderinvestment. In the second group of
theories, firms engage in hedging activities fornagerial reasons, such as reducing
managers’ personal risk, signalling managerial itgbiand avoiding capital market
disciplining. The remainder of this section revielah groups of theories and presents
the theoretical results that are empirically telstaBubsequently, the empirical evidence is
provided. In addition, we also discuss other hypsés justifying corporate hedging, such
as firm size, substitutes of hedging with derivasiand firm exposure to risk.

As we will show later, in general the empirical aamce concerning theoretical
predictions is mixed. The hypotheses that presememupportive evidence are related to
the agency costs of debt, the size of the firmthedexposure to financial risk. Despite the
vast number of studies presented, it is worth igodince again that prior works are mainly

based in samples of US firms.

2.3.1Shareholder value-maximizing theories

2.3.1.1Tax argument

Smith and Stulz (1985) provide an analysis of te&ninants of corporate risk
management policies among large widely-held firifeey suggest that if pre-tax income
is subject to a convex tax function, then the viahatof pre-tax income is costly to the
firm. In this case, hedging taxable income by réayche variability of pre-tax income
reduces a firm’s expected tax liability and congsuly increases the expected post-tax
value of the firm, as long as hedging costs doemoted its benefits.

Smith (1995) considered three general sourcesfettafe tax function convexity

for firms: tax rate progressivity, the existence afminimum tax, as the alternative
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minimum tax:* and limitations on the use of tax credits, thecalled tax preference
items, such as limitations on carrying losses backvor forward and on investment tax
credits.

When firms face tax regimes where a higher ratdiegp@s income increases (tax
rate progressivityf), unexpected changes in pre-tax income over seperids lead to a
higher corporate tax liability, rather than to armetable income. So, firms with more of
the range of their income in the progressive regibtihe tax schedule have a greater tax-
based incentive to hedge.

Regarding the matter of tax preference items, wealzserve that investment tax
credits offset a fixed maximum fraction of a firmtax liability. So, the major effect of
investment tax credits is to shift the effective s&ructure down to reflect the value of the
tax credit. Instead, tax losses carry Haend tax losses carry forwafdecrease the tax
liability because profits in one year can be offsgtosses in another year.

These tax code features induce the marginal tagdstl to become convex over a
larger region. It is worth noting that this condtus is mainly based on the US tax
structure, since existing empirical studies thaeesively analyse these matters are mostly

based on the tax structure of the US. To minimizetaxes, a firm needs to take full

1 Under the current US tax law, a firm must calaiitg taxes in two different ways and then paytigher
of both. First, the firm calculates taxes due usiagincome and the deductions and credits aveailabtier
the “regular” tax. Then, it must do a separate wWaton, requiring a different set of records —sthi
alternative calculation is called Alternative Minim Tax (AMT). The original idea behind this altetiva
taxation was to tax firms that had substantial eatio income, but paid little or no “regular” taxedause of
tax preferences or because of net operating lassaedit carry forwards.

12 Concerning the structure of corporate tax incotne,dominant feature in the US is progressivityaof
ratesln contrast, in other OECD countries the proposdiay of corporate tax rates is predominant.

3 Tax losses carry back is a technique that perprigsent net amount of losses to be carried back and
applied to previous pre-tax earnings, i.e., thentécarrying back” a loss means that you refigure kst
year's taxable income and taxes. As a result, yay abtain a refund, partially or completely, ofdaxyou
paid in that earlier year.

1 Tax losses carry forward is a technique that pisrioisses to be carried forward and applied toréutu
earnings, i.e., a carry forward can be used toaeduture income, thereby reducing future tax payse
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advantage of its tax preferences, and it maximizedikelihood of doing so by reducing
the variability in the pre-tax income.

The tax hypotheses suggest that benefits of heddiogld be greater: i) the higher
the probability of the firm's pre-tax income beingthe progressive region of the tax
schedule; ii) the greater the firm’s tax lossesycéorward, and iii) the greater the firm’s

others tax credits.

2.3.1.2Financial distress costs argument

The larger the debt relative to firm value andvthgability of cash flows, the higher
the probability of financial distress, as both @astincrease the probability of winding up
in bankruptcy in the future. Indeed, since the faitcash flows of the firm are subject to
uncertainty, situations can arise where a firm canor is expected not, to meet its fixed
payment obligations fully and timely (e.g., wagesl anterest payment on debt). This
illiquidity condition originates transaction cosifinancial distress (Warner, 1977).

Under this assumption, hedging by reducing the tiityaof cash flows, and thus
lowering the likelihood of financial distress artetrelated deadweight costs that arise
between bondholders and shareholders, can comribunhaximize a firm’'s value (Smith
& Stulz, 1985). Nancet al. (1993) note that the magnitude of cost reductiepethds
upon two factors: i) the probability that the fimall encounter financial distress, if it does
not hedge, and ii) the cost the firm incurs ifoed encounter financial distress.

Furthermore, the increase in firm value can alsmesdrom the increase in debt
capacity. That is, if debt presence in the cagitaicture allows for fiscal advantages, then
hedging enables a firm to increase its debt capaait therefore tax benefits of debt,
which ultimately increase firm value (Graham & Rsye2002; Leland, 1998; Ross, 1996;

Stulz, 1996).
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The costs of financial distress can be substamitdlpnly because of the direct costs
of bankruptcy (legal cost of lawyers and other leggenses), but most of all because of
the indirect costs, even when a firm does not e&pee bankruptcy. First of all, firm
suppliers will offer less attractive payment comais if a firm is labouring under financial
difficulties. Secondly, signs of liquidity problermgll lead to decreases in sales since this
is an indication to customers that service and avaies may not be available with
certainty in the future. Thirdly, employees mayuieg a premium for the risk of losing
their job. Situations of financial distress canghead to a permanent loss of reputation
and of human capital.

Altman (1984), among others, finds that direct saxtbankruptcy are not directly
proportional to the firm size. Smith and Stulz (&3P&rgue that if hedging costs are
proportional to firm size, the reduction in expectirect bankruptcy costs is greater for
small firms, implying that small firms are more dlg to hedge. On the other hand,
hedging programmes exhibit informational scale eoties and derivative markets also
exhibit significant scale economies in their stanetof transaction costs. In this sense,
larger firms are more likely to have the necessaspurces and potential trading capacity
to permit the use of derivatives.

From the preceding theoretical analysis, it is red@ar that hedging can lower the
expected costs of financial distress, as long agihg costs are not too high. Since the
probability of entering into financial distress lgrger when firms have more fixed
payment obligations, firms with higher leverage ribk@et al, 1993), higher volatility of
cash flows (Joseph, 2000), shorter debt maturigrt(Bmet al, 2009), lower interest
coverage ratio (Nancet al, 1993), and lower credit ratings (Car&tral, 2006) are more

likely to hedge. By contrast, in the case of vergtrdssed firms (that is firms with
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negative book equity), Graham and Rogers (20020ligted that hedging is unlikely
because it may reduce the option value of equity.

Also, the probability of encountering a situatiohfimancial distress is lower in
firms with high profitability (Allayannis & Ofek, @01), with high liquidity (Carteet al,
2006), with a larger fraction of tangible assets\itbn & Perfect, 1998), and with higher
dividends (Bartranet al, 2009). Since these firms probably have stablé dasvs and
lower financial constraints, they are less likayhedge. Finally, smaller firms deal with
relatively high costs of financial distress whichplies, from a theoretical point of view,
that they are more likely to hedge. However, if Bendirms face higher costs of hedging,
then they may be less apt to hedge. There is rar piediction whether or not smaller
firms should hedge more or less than larger firfitmus, the relation between hedging and

firm size is an empirical question.

2.3.1.3Agency costs of debt argument

When a firm has high financial leverage and ithdésws are volatile, suboptimal
investment behaviour can arise — the so-calledlgnolof underinvestment. Myers (1977)
and Bessembinder (1991) argue that managers antithg interest of shareholders may
have an incentive to reject projects with positiwet present value (NPV), since
shareholders have to pay for the whole investmeartereas the returns from the
investment accrue first to bondholders. From tlaspof view, the return of a positive
NPV project may be in fact negative for sharehadd@&his situation leads to overall firm
value decline.

In the presence of financial risks causing volgtitif corporate cash flows that, by
consequence, induce volatility to the investmerdgmmmes, corporate hedging can

create value to shareholders. This can be achibyeshifting cash flows from states in
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which cash flows are sufficient to states wheréndlmsvs are insufficient to meet the firm

obligations; then the number of future states inictvhshareholders are the residual
claimants increases. This will make shareholdess laclined to underinvest. Hedging,
also, allows negotiating better contract terms he form of lower borrowing costs

(Bessembinder, 1991).

Froot et al. (1993) provide an alternative explanation for thederinvestment
problem, in which hedging can increase sharehol@ddue through harmonization of
financing and investment policies. They suggest, tthae to cash flow volatility imposed
by financial risks, a shortfall in internal fundsduces firms to reject positive NPV
projects in order to avoid a very costly visit teetcapital market. Since hedging can
reduce cash flow volatility, it enables the firmdontrol the need for and the availability
of internal funds to pursue optimal investment @ctg§, thus avoiding underinvestment.
Therefore, Frooekt al. (1993) venture that firms with planned investmemigrammes and
with more costly external funds would be more §k&d benefit from risk management
activities.

An additional problem can be recognized when sluddelns of leveraged firms
have a strong interest in taking very risky investiprojects — the so-called asset
substitution problem or risk shifting problem (Jems& Meckling, 1976). This situation
can be explained on the basis that the residusthslaf shareholders can be viewed as a
call option on the assets of the firm. In additias,a general rule, we verify a positive
correlation between the value of an option and wbkatility of the underlying asset.
Within this context, following risky investment pects, even with a negative NPV,
increases the option value of shareholders. Wheratastial gains accrue to shareholders,

the potential losses are in fact supported by bolains.
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Rational bondholders will try to blockx antethese opportunistic shareholder
behaviours. Firstly, they will require a highereaif return for debt financing. Secondly,
they can impose debt covenants, which can limit diegree of freedom for future
investment; therefore, these debt covenants areevralducing. In this case, if firms are
able to credibly pre-commit on a hedging strateg, agency costs of debt described
above can be reduced or even avoided (Smith & Si885). If hedging reduces the
bondholders’ expected loss conditions, it will reelithe required rate of return of debt
financing and the existence of restrictive bonder@ants.

According to Bessembinder (1991) and Frebal. (1993), firms with high growth
potential may find it more difficult to raise exted capital because their (mainly
intangible) assets may not constitute good warraktpm the Bessembinder (1991)
analysis we can also observe that a greater pidgadfi financial distress can result in
rejection of value-increasing projects, which igedmined by the level of debt and the
volatility of cash flows. Within this context, firsnwith high levels of debt and with a
large proportion of growth options are expectetddédge most. Froat al.s (1993) model
predicts also that firms with a high level of asyetrit information will have more costly
external finance. Hence, hedging is more likelyfions with high expected growth, with
costly external finance and small firms. Finallge tmodel also predicts that firms with
low levels of internal finance (low liquidity) areore prone to hedge.

Furthermore, firms that spend large amounts onareBeand development are
expected to get more growth options in the futidanceet al, 1993). On the other hand,
theory predicts a positive relation between investirspending in general and hedging
(Haushalter, 2000). It is expected that those fiemgage in more hedging activities.

Other works provide several other empirical predid. Firms with higher needs of

internal financing for assets growth (Berkman & ddvary, 1996), firms that pay low

39



dividends (Haushalter, 2000) and firms with an abra positive movement in the firm’s
stock price (Gay & Nam, 1998), are more likely tmgage in risk management activities.
Conversely, firms in the regulated industries teémdace lower asymmetric information,

thus have less incentive to hedge (Mian, 1996).

2.3.2 Managerial utility-maximizing theories

The three points of view discussed above are basedaximizing shareholder
value. Those theories assume the absence of agestsyof equity, so hedging is always
in the interest of shareholders. However, whenethera conflict of interests between
shareholders and managers, the objective surroginisk management activities can
significantly differ.

Stulz (1984) and Smith and Stulz (1985) focus omangarial risk aversion as a
justification for risk management. They argue thak adverse managers tend to use
hedging if they have relatively undiversified firtgad and human capital, and if it is costly
to hedge on their own account. As a result, marsagexy be particularly interested in
maximizing their personal utility instead of creafishareholder value.

As Smith and Stulz (1985) show, the greater theagars’ equity investment and
human capital investment in the firm the greateirtincentive to reduce risk. Managers’
risk aversion can lead them to hedge, but it doets mecessarily do so. If the
compensation package of the manager is such thabhdome is a convex function of the
value of the firm, it can be the case that the rganas better off if the firm does not
hedge. Hence, if managers have large option ordoamponents in their compensation
structure, it is likely that the firm will not hedgYet, if the manager owns a large fraction

of the firm’s equity, one would expect the firm teedge more, as in this case

40



compensation plans lead to a linear function betviee manager’s income and the firm’s
value.

Divergent risk preferences between managers andtstiders may not, at all times,
have a negative impact on firm value. This is beeamanagerial risk preferences in the
end aim at reducing corporate risk, in order toven¢ bankruptcy. Consequently,
managerial hedging strategies can lead to increades value. To assure this situation,
managerial utility-maximization must be linked tdaseholder value-maximization
through proper management compensation plans.

Also, in this context, DeMarzo and Duffie (1995)daBreeden and Viswanathan
(1998) link corporate hedging to managerial caeget reputation concerns. Hedging can
decrease the noise associated with performanceunesdsy reducing the firm’s cash flow
volatility. In this sense, managers with superioitites may engage in hedging activities
to better communicate their skills to the labourkea Therefore, hedging can also be
viewed as a tool to reduce the degree of informatimsymmetry among managers,
shareholders, and also the labour market.

Finally, risk management activities can potentiatyensify the agency conflicts
between managers and shareholders, leading firpedier investment decisions. Tufano
(1998) argues that managers might hedge to avoidirsg of negative NPV pet projects
by external markets. As providers of external @apitould not finance these projects, if
managers use hedging to guarantee the availabiflitgternal funds, then these projects
can be followed. As a result, Tufano (1998) suggésat hedging can lead to a situation
of overinvestment. Indeed, by easing the proteatiomanagers’ pet projects, hedging can
reduce shareholder value.

For the most part, the previous discussion arghes @ manager’'s incentive to

reduce a firm’s cash flow volatility may vary acdog to management compensation
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structure and to performance measures. If the nenagompensated in such a way that
his income linearly depends on the value of the fione may expect the firm to hedge.
That is, by linking the compensation and evaluatdbnrmanagers appropriately to the
stock price, it is expected that managers’ strate@f corporate risk management take
shareholder value into account. On the other hamwmponents of management
compensation with call-option features, such askstiptions, can lower managers’ risk
aversion and thus the firm is not expected to hedibas, managers holding a significant
fraction of the firm’s shares should engage morévely in hedging activities; on the
contrary, a managerial stock option programme igéig the managers’ incentive to
engage in hedging activities (Tufano, 1996).

However, stock options have two opposing effectsnmmagerial incentives to
hedging (Carpenter, 2000). The first effect comemfthe sensitivity of options to stock
return volatility. Since options have a convex gayiructure, the value of the stock
option increases with the volatility of the firm&ock returns. This effect should incite
managers to hedge less. A second effect of mamhgack option arises because the
payoff of the stock option is directly linked toosk price. In this respect, managerial
stock options tie the manager’s wealth to the stpdke in a similar way to stock
holdings. This effect should incite risk adversenagers to hedge. Summing up, when the
option is out of the money they tend to hedge lesayersely, when the option is in the
money they tend to hedge more (Hagelial, 2007).

By establishing an adequate compensation contsd@reholders may provide
effective incentives for the proper risk-taking beiour of management, which results in
value-maximizing decision-making. However, due tofoimation asymmetry and
incomplete contracting, this might be a difficultission. According to Stulz (1990),

corporate hedging could reduce either the overinverst or underinvestment costs
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resulting from non-observable managerial actiomshis subject, the theory predicted that

the higher the level of information asymmetry, ¢neater the benefits of hedging.

2.3.3Empirical evidence on corporate risk management tharies

Most cited arguments justifying corporate risk ngeraent are based on the
reduction of tax liabilities, on the financial die$s costs, on the underinvestment costs, as
well as on managerial risk aversion. Several reaeitles present empirical evidence for

this. In Tables 2.3, 2.4, 2.5 and 2.6, we summaailzine empirical evidence reviewed.

2.3.3.1Evidence concerning tax argument

In section 2.3.1.1 it is suggested that the benefihedging should be greater: i) the
higher the probability the firm’s pre-tax incomeimsthe progressive region of the tax
schedule; ii) the greater the firm’'s tax lossesycdorward is, and iii) the greater the
firm’s other tax credits are. The existing empirid@rature has used different variables to
measure tax function convexity and to analyse dixehtypotheses outlined in Table 2.3.
The most popular variable is, undoubtedly, the amhoaported on tax losses to carry
forward (e.g., Géczgt al, 1997; Nanceet al, 1993; Tufano, 1996) or a dummy variable
indicating the instance of tax losses in the firnbalance sheet (e.g., Berkman &
Bradbury, 1996; Howton & Perfect, 1998; Marsden &\Wst, 2005; Mian, 1996). The
variables used try always to measure the convedfitthe tax schedule and therefore
guantifying tax advantage. However, the resultstredf empirical evidence reveal a

different story. It seems that they recurrently faiquantify the tax advantage.
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Table 2.3Empirical evidence on tax argument

Theoretical Prediction

Empirical Evidence

Hedging:

Increases with the probability of more
of the range of a firm's pre-tax income
being in the progressive region of the

tax schedule.

Yes Howton and Perfect (1998); Haushalter (2000); d¢an
et al. (1993)

No evidence Mian (1996)

Increases with the convexity of tax

function.

No evidence Graham and Rogers (2002); Purnanandam
(2008)

Increases for firms with higher tax

losses carry forward.

Yes Berkman and Bradbury (1996)

No evidence Berkmanet al. (2002); Foket al. (1997); Gay
and Nam (1998); Géczgt al. (1997); Howton and Perfect
(1998); Lel (2012); Marsden and Prevost (2005); riMia
(1996); Nanceet al. (1993); Tufano (1996);

Increases for firms with a higher level

of income tax credits.

Yes Bartramet al. (2009); Mian (1996); Nanoet al. (1993)
No evidence Foket al.(1997)

Increases for firms with a higher tax
loss carry forward or a higher level of

investment tax credits.

No evidence Allayannis and Ofek (2001)

Note. The table lists the theoretical predictions aneé ttorresponding empirical evidence on corporat& ris
management, specifically when we focus on tax aeniniThose empirical studies whose findings prosigeificant
evidence for the theoretical prediction appearrdfte word “Yes”; those whose findings provide $iigant evidence
but are contrary to the theoretical prediction appafter the word “No”; those studies that do nopport the
theoretical prediction appear after the words “Ninlence”.

Rather than using a variable based on net operéisses (NOLs), Graham and

Smith (1999) propose a Monte Carlo simulation apphoto quantify the tax advantage
resulting from a decrease in the volatility of tlagable income when the firms use risk
management instruments. The authors find that dnsidered tax provisions have only a
modest effect on the convexity of the tax functiblevertheless, they characterize firms
with a higher probability of facing convex tax fdion as: (1) small firms with their
expected taxable incomes near zero; (2) firms wathtiles incomes, and (3) firms where
incomes shift between profits and losses.

Using an identical approach, Graham and Rogers2{280d Purnanandam (2008)
do not find evidence that firms hedge to reduceeetqd tax liability when their tax
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functions are convex. Graham and Rogers (2002) dstraie that firms do not hedge in
response to convexity, because the incentive idlemwhen compared to other hedging
incentives. Instead, by hedging firms seek to iaseetheir debt capacity, thereby
increasing the tax shields of debt and in consegpigrcreasing firm value.

To summarize, as we can see in Table 2.3, thame general consensus regarding
the validity of corporate tax hedging theory. Ore ¢rand, there is evidence in support of a
positive correlation between tax system features$ \auable risk management. On the
other hand, the results of empirical studies dognat a clear picture regarding the role of

tax motive.

2.3.3.2Evidence concerning financial distress costs argume

In section 2.3.1.2, it is shown that firm value cenimproved if hedging can reduce
the probability of encountering financial distresisus lowering the expected costs of
financial distress. The two most popular measusesl @are financial leverage and interest
coverage ratio. Theoretical analysis makes it cthat firms with higher leverage and
lower interest coverage ratio should benefit mooenf hedging. Most studies stated that
higher leverage leads to higher probabilities afocemtering financial distress and thus
interpret a positive leverage coefficient as evagethat greater leverage causes greater
hedging or increases the likelihood of hedging. Y&¥ae a lower interest coverage ratio
can be interpreted as evidence that the firm migiitgenerate enough cash from the
operations to honour the promised payments on tbhelst, therefore, a negative
coefficient on this variable brings evidence thessker interest coverage ratio causes
greater hedging or increases the likelihood of heglgrable 2.4 exhibits these and other
empirical predictions related to the financial diss argument. As can be observed, in

many of the studies a positive and statisticalgngicant relationship between hedging
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and leverage is found. However, the evidence ismsiked for some other studies (e.qg.,

Allayannis & Ofek, 2001; Hageliat al, 2007; Nancet al, 1993).

Table 2.4Empirical evidence on financial distress costs arguent

Theoretical Prediction

Empirical Evidence

Hedging:
Increases for firms with higher

leverage.

Increases for firms with high leverage

and higher costs of distress.

Yes Bartramet al(2009); Berkman and Bradbury (1996);
Berkmanet al.(2002); Borokhoviclet al. (2004); Gay and
Nam (1998); Graham and Rogers (2002); Haushal@QR
Howton and Perfect (1998); Judge (2006); Lel (2012)
Marsden and Prevost (2005); Purnanandam (2008)

No: Allayannis and Ofek (2001); Cartet al. (2006);
Hagelinet al. (2007)

No evidence Clark and Judge (2008); Fek al. (1997);
Géczyet al. (1997); Guay and Kothari (2003); Naneteal.
(1993); Tufano (1996)

Yes: Graham and Rogers (2002)

Increases with the level of cash costs.

No evidence:Tufano (1996)

Increases with the level of investment

expenditure.

Increases for firms with lower interest

coverage.

No evidence:Haushalter (2000)

Yes Bartramet al(2009); Berkman and Bradbury (1996);
Foket al. (1997); Judge (2006)

No evidence Berkmanet al. (2002); Clark and Judge
(2008); Daviest al. (2006); Gay and Nam (1998); Howton
and Perfect (1998); Nanet al. (1993)

Increases for firms with lower credit

rating.

Yes Carteret al. (2006); Judge (2006)

Increases for firms with lower qui-

score.

Decreases for firms with high liquidity.

Yes Clark and Judge (2008)

Yes Bartramet al(2009); Clark and Judge (2008)
No evidence Carteret al. (2006); Hageliret al. (2007);

Decreases for firms with high dividend

yield.

Yes Bartramet al(2009)

No evidence Hagelinet al. (2007)

Decreases for firms with high

profitability.

No: Bartramet al(2009); Carteet al. (2006)
No evidence Allayannis and Ofek (2001)
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Table 2.4 Empirical evidence on financial distress costs arguent (cont.)

Theoretical Prediction Empirical Evidence
Hedging:
Decreases for firms with a larger No evidence Howton and Perfect (1998)

fraction of intangibles assets.

Is positively / negatively correlated with  Yes Bartramet al(2009); Berkman and Bradbury (1996);
firm size. Borokhovichet al. (2004); Carteet al. (2006); Mian (1996);
Nanceet al. (1993)

No evidence Foket al.(1997)

Is likely for firms that recently Yes Clark and Judge (2008); Judge (2006)
accumulate losses. No: Graham and Rogers (2002)
Is unlikely for very distressed firms Yes Graham and Rogers (2002)

(those with negative book value of
equity).
Is unlikely for firms that are a net Yes Clark and Judge (2008); Judge (2006)

receiver of interest.

Note. The table lists the theoretical predictions ané ttorresponding empirical evidence on corporat& ris
management, specifically when we focus on the firrdistress argument. Those empirical studiessetindings
provide significant evidence for the theoreticadgiction appear after the word “Yes”; those whaedifigs provide
significant evidence but are contrary to the thicaéprediction appear after the word “No”; thagadies that do not
support the theoretical prediction appear aftemtbeds “No evidence”.

Clark and Judge (2008) discuss two main reasonthéomixed results. First, they
refer to a misclassification problem concerningdied definition. Second, they suggest
that leverage may not be indicative of a compaffiyancial distress. On one hand, the
firms that do not use derivatives, but hedge watteign currency debt are included in the
sample of non-hedgers. Thus, that might potentibilys empirical tests concerning
financial distress costs. On the other hand, tfageiof leverage to proxy for financial
distress when in fact the value of the variableasrelated to financial distress, can also
bias empirical tests.

As we can see in Table 2.4 alternative variablepagsented by several studies. For
example, Clark and Judge (2008) propose proxyingnicial distress with non-debt
variables such as qui (credit) score, tax lossey tarward and liquidity ratios (cash ratio

and net interest receivable). Yet, in Graham andeRon(2002), the tax losses variable is
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used to identify firms that might have recentlyfetdd from distress, or are currently
experiencing distress or could potentially in treamfuture fall into distress. Another
example is credit rating, which can also be usedptoxy for the possibility of
encountering financial distress.

From the analysis of Table 2.4 it can be conclutietl empirical evidence does not
provide very strong results for the hypothesis thahagers try to increase firm value by

hedging in order to minimize the expected costinaincial distress.

2.3.3.3Evidence concerning agency costs of debt argument

The theoretical analysis presented in section B34s revealed that hedging can
enhance firm value if it can decrease the agenstsanf debt. It was predicted that these
agency costs of debt are more evident in firms \withre growth options, as these firms
could have a high probability of underinvestmentagset substitution. In general, to
control for this last argument, studies includeial@es representing firms’ available
growth opportunities. Also, the coordinating finamge and investment rationale is
frequently tested along the same lines as the im@stment or the asset substitution
hypotheses, as it also significantly depends oilabta growth opportunities.

As Table 2.5 shows, the most popular measure afirdsf growth options is the
firm’s research and development expenditures (R&8)ally scaled by either the firm’s
book value of assets or the firm's sales. Thisalde provides information about the
development of future projects. Almost all papeeport a positive and significant
coefficient for this variable, except for Borokholiet al. (2004) that find a positive but
insignificant relation with hedging. Conversely, aBam and Rogers (2002) report a

negative coefficient for the variable, althouglsistatistically significant.
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Table 2.5Empirical evidence on agency costs of debt argument

Theoretical Prediction

Empirical Evidence

Hedging:
Increases for firms with higher market-

to-book-ratio.

Yes Davieset al. (2006); Gay and Nam (1998); Lel (2012);
Purnanandam (2008);

No: Bartramet al. (2009); Mian (1996)

No evidence Allayannis and Ofek (2001); Clark and Judge
(2008); Guay and Kothari (2003)

Increases for firms with higher Tobin’s

Q.

Yes Carteret al. (2006); Gay and Nam (1998)
No: Marsden and Prevost (2005)

Increases for firms with higher

expenditures on R&D.

Increases with the level of investment

expenditure.

Yes Allayannis and Ofek (2001); Clark and Judge (9008
Foket al.(1997); Gay and Nam (1998); Géaayal. (1997);
Howton and Perfect (1998); Nanetal. (1993);
Purnanandam (2008)

No: Graham and Rogers (2002)

No evidence Borokhovichet al. (2004)

Yes: Lin and Smith (2008)

No: Bartramet al. (2009); Clark and Judge (2008)
No evidence Carteret al. (2006); Haushalter (2000)

Increases for firms with higher

acquisition expenditures.

No evidence Tufano (1996)

Increases for firms with long-term debt

maturity.

Increases for firms with low level of
liquidity.

Increases for firms with higher needs of

internal financing for assets growth.

Yes: Clark and Judge (2008)
No evidence Borokhovichet al.(2004); Howton and
Perfect (1998); Purnanandam (2008)

No evidence Berkman and Bradbury (1996); Berkmetral.
(2002)

Increases for firms with higher price-to-

earnings ratio.

Increases for firms with abnormal
positive movement in the firm’s stock
price.

Increases for firms with debt

constraints.

Increases for firms that pay small or no

dividends.

Yes Gay and Nam (1998)
No evidence Clark and Judge (2008)

Yes Gay and Nam (1998)

Yes Haushalter (2000)

No evidence Allayannis and Ofek (2001); Haushalter
(2000)
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Table 2.5Empirical evidence on agency costs of debt argumenfcont.)

Theoretical Prediction

Empirical Evidence

Hedging:
Increases for firms that have higher

costs of accessing external financing.

Increases for firms with higher

leverage.

No evidence Davieset al. (2006)

Yes Clark and Judge (2008); Haushalter (2000); Judge
(2006)

Decreases for firms with higher book-

to-market ratio.

Decreases for firms with high

profitability.

Yes Borokhovichet al. (2004)

No: Foket al.(1997); Graham and Rogers (2002)
No evidence Géczyet al. (1997); Nancet al. (1993)
Yes Clark and Judge (2008)

Decreases for firms with higher earning

price ratio.

Decreases for firms with debt rated.

No evidence Berkman and Bradbury (1996); Berkmetral.
(2002)

Yes Haushalter (2000)

Is predicted to be negatively correlated

with firm size.

Is more likely in firms with higher
growth and higher debt levels.

Is more likely for firms that recently

accumulate losses.

No evidence Clark and Judge (2008); Haushalter (2000);
Tufano (1996)

Yes: Bartramet al. (2009); Géczt al. (1997); Lel (2012)

Yes: Judge (2006)

Is unlikely for firms in the regulated

industries.

Yes Mian (1996)

Note. The table lists the theoretical predictions aneé ttorresponding empirical evidence on corporat& ris
management, specifically when we focus on the ageosts of debt argument. Those empirical studieese
findings provide significant evidence for the thetoral prediction appear after the word “Yes”; thaghose findings
provide significant evidence but are contrary te tieoretical prediction appear after the word “Nbbdse studies that
do not support the theoretical prediction appeizr éfie words “No evidence”.

The second most popular measure of a firm’s grawgtiions is a firm’s market-to-
book ratio or its inverse book-to-market ratio. Tjhstification for using the market to
book ratio is that the market value of the firmrem@nts both the value of a firm’s assets
in place and future growth options. Then, when walesa firm’s market value by the
value of its assets in place (book value of assets)get a good idea of the value of the
firm’s growth options. In the same spirit, Tufan©996) uses the exploration and

acquisition expenditures, while Carefral. (2006), Haushalter (2000), and Marsden and

50



Prevost (2005) use the investment expenditures tasare the firm’s growth
opportunities. From the analysis of Table 2.5 it ba concluded that empirical evidence
does not provide very strong results for this \z@da

Several other alternative measures are used tdhesinderinvestment and asset
substitution hypotheses, for example, liquidity sweas. The assumption behind these
liquidity-based variables is that firms are moiely to pass by positive NPV projects
when their cash holdings are low. However, theltes liquidity-based measures are not
conclusive.

It is worth noting that Frooét al!s (1993) model emphasizes not the existence of
growth opportunities, but the costly external fioieuy as a potential determinant of
hedging. In that sense, a few studies used vasdhbd try to represent the ability of the
firm to undertake positive NPV projects. For exampmine of the moves towards the test
of this argument is provided by Bartranal. (2009), Géczt al. (1997), and Lel (2012).
They suggest that firms with greater growth opputies should hedge more and those
with greater expected financial distress costs lshbedge even more. For the empirical
test, they used a variable of interaction betweewth opportunities (market-to-book
value) and external cost of financing (leverage).

Despite the inconclusive results of some predistimverall the empirical evidence

presented in Table 2.5 reasonably supports hypeshretated to agency costs of debt.

2.3.3.4Evidence concerning managerial-utility maximizationtheories

In section 2.3.2 it is shown that managers holdingignificant proportion of the
firm shares should engage more actively in hedgaegvities; on the contrary, a

managerial stock option programme mitigates the agers’ incentive to engage in
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hedging activities. A few researchers include stbased-compensation and options

based-compensation in the scope of hedging inastiv

The most popular variables measuring stock-basetbensation are: i) the value of

common shares held by the firm’s directors anccefs (Gay & Nam, 1998; Gécey al,

1997; Tufano, 1996), and ii) the proportion of coomshares held by the firm’s directors

and officers (Allayannis & Ofek, 2001; Berkman & dgibury, 1996; Berkmaet al,

2002; Carteet al, 2006; Foket al, 1997; Haushalter, 2000; Marsden and Prevost,)2005

As we can see in Table 2.6, despite the resulsowfe papers supporting the theoretical

prediction, the overall evidence is still inconches

Table 2.6 Empirical evidence on managerial-utility maximization arguments

Theoretical Prediction

Empirical Evidence

Hedging:

Is more likely for firms with managers

that have greater stock ownership.

Yes Carteret al. (2006); Graham and Rogers (2002); Guay
and Kothari (2003); Hageliet al. (2007); Tufano (1996)

No: Foket al. (1997)

No evidence Allayannis and Ofek (2001); Berkman and
Bradbury (1996); Berkmaet al. (2002); Gay and Nam
(1998); Géczet al. (1997); Haushalter (2000); Lel (2012);
Marsden and Prevost (2005)

Is more likely for firms with larger

institutional ownership.

No evidence Foket al. (1997)

Is more likely for firms where the CEO

receives a higher cash bonus.

Is positively related to the existence of

multiple share classes.

Is unlikely for firms with managers that

have a greater number of stock options.

No evidence Guay and Kothari (2003); Lel (2012)

Yes Bartramet al. (2011)

Yes Haushalter (2000); Tufano (1996)

No: Gay and Nam (1998); Gécey al. (1997); Haushalter
(2000)

No evidence Allayannis and Ofek (2001); Bartragh al.
(2009); Borokhovictet al. (2004); Graham and Rogers
(2002); Hageliret al. (2007); Lel (2012)
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Table 2.6 Empirical evidence on managerial-utility maximization arguments(cont.)

Theoretical Prediction Empirical Evidence

Hedging:
Should be negatively associated with Yes Tufano (1996)

greater large non-managerial No evidence Davieset al. (2006); Haushalter (2000);
blockholders.

Decreases with increases in Yes Whidbee and Wohar (1999)
shareholdings by managers.
Decreases for firms with a larger No: Géczyet al.(1997); Purnanandam (2008)

analyst following the firm.

Decreases for firms with greater Yes Graham and Rogers (2002)

institutional shareholdings. No: Purnanandam (2008)

Note. The table lists the theoretical predictions aneé ttorresponding empirical evidence on corporat& ris
management, specifically when we focus on the menegagency costs argument. Those empirical ssudigose
findings provide significant evidence for the thetizal prediction appear after the word “Yes”; thaghose findings
provide significant evidence but are contrary ® tineoretical prediction appear after the word “Nbbse studies that
do not support the theoretical prediction appeiar éfie words “No evidence”.

Regarding the variables used to measure optioredbasmpensation, several
papers used the number of options held by insieay & Nam, 1998; Haushalter, 2000;
Tufano, 1996). Allayannis and Ofek (2001) and Gaeteal. (2006) use a scaled version
of this variable (the scaling denominator is théaltonumber of the firm’s shares
outstanding). As shown in Table 2.6, empirical enick regarding managerial option
ownership is also mixed.

We finished making a reference to thaeltd’ (sensitivity of the stock and option
portfolio to changes in the price of the firm's ckp and the Vegd (sensitivity of the
option portfolio to changes in the volatility ofethfirm’s stock) variables. Theelta
provides managers an exposure similar to holdingkst and/or in the money options,
whereas thereca provides an exposure similar to option-based emsgtion holdings,
namely when options are out of the money. This Wdehd to a positive relation between

delta and corporate hedging, and to a negative relatietweenvega and corporate
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hedging. The few studies that used these variaklesrt that the coefficient omegais

insignificant. In contrast, the coefficient on ttheltais positively related to hedging.

2.3.3.50ther arguments

All empirical studies examine the relationship betw hedging and firm size, but
there are competing arguments for either a postiveegative relation between firm size
and hedging. Nancet al. (1993) argue that corporate risk management maobgively
related to firm size because economies of scale apayy to operative and transaction
costs of hedging. However, standard theory on mgd@dinancial distress hypothesis) tend
to predict that smaller firms deal with the relatiwhigh costs of financial distress, so it is
also possible that they are more likely to hedgg.(éMian, 1996; Nancet al, 1993).
Also, the tax motivation hypothesis predicts a iggaelation between size and hedging,
on the assumption that smaller firms are more Yikel have taxable income in the
progressive region of the tax schedule (Graham &ttgm999). In general, empirical
studies documented a positive and significanticeidtetween corporate hedging and firm
size (e.g., Daviest al, 2006; Géczyet al, 1997; Graham & Rogers, 2002; Marsden &
Prevost, 2005; Mian, 1996; Purnanandam, 2008).

Several empirical studies on the determinants afgimg have also explored
alternative ways of hedging to reduce risk expostiner than with derivatives. The three
fundamental substitutes of hedging with derivatiaes: (1) risk management through
financing activities; (2) risk management througyertional activities, and, finally, (3)
the existence of liquid assets. Risk managementugtr financing activities is frequently
represented by the use of preferred stock or ctibleedebt. These instruments seem to
reduce the probability of financial distress ané treed for hedging with derivatives,

although there is little research to support thisdition (e.g. Lel, 2012). Another
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possibility is the use of foreign debt, namely tudses that analysed the risk management
of foreign currency exposure. For example, thishis case in studies by Gécey al.
(1997) and Bartraret al. (2009).

As for risk management through operational acesitiseveral studies make use of
diversification measures of the firm’s activitieShe idea behind this is that well
diversified firms are less exposed to risk, so they less likely to hedge. The evidence
concerning this argument is not very strong. Eolal. (1997) find a significant positive
relation between diversification and hedging, whilgfano (1996) finds no significant
relation.

The presence of liquid assets could also reduce ndned for hedging with
derivatives. The common approach consists of usiegsures of liquidity or the dividend
yield. In fact, holding cash or other liquid assa@tews firms to cover temporary shortfalls
in revenues and to fulfil short-term liabilitiess A result, the probability of encountering
financial distress is reduced. Also, low dividenalyputs could provide more liquidity.
The empirical implication of this argument is thHamts with higher cash holdings and
lower dividend payouts are less likely to hedge:e®a papers support at least one of the
liquidity-based arguments, such as Daweal. (2006), Géczt al. (1997), Marsden and
Prevost (2005), Nancat al. (1993) and Tufano (1996).

Finally, firms with greater variation in cash flowes a greater proportion of their
revenues exposed to the risk considered, haveegrpatential benefits from hedging. For
the most part, the risk exposure is included astarchinant for hedging activities in
studies which focus on foreign exchange risk. Taian argument that usually provides
strong empirical evidence as we can see in Gétay. (1997), Hageliret al. (2007), and

Purnanandam (2008), among others.
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2.4Value creation through corporate risk management

As we analysed in the preceding section, previoupircal research has tried to
uncover which theory of hedging best describes ra’di use of risk management
instruments. More recently, another stream has mehdirectly the impact of hedging
on firm value. Explicitly, the central questionwether or not hedging does add value to
the firm. This approach recognizes that corporee management might be ineffective,
by failing to add firm value, or even counterproi, by destroying value. This is
consistent with the view that the conception angl@mentation of a hedging strategy can
represent significant costs for the firm, desphie potential risk management benefits
identified in the literature.

The first piece of evidence concerning the diregbact of hedging on firm value is
provided by Allayannis and Weston (2001). The arghexamined a large sample of
domestic and multinational US firms during the pdriLl990-1995, and documented the
existence of a hedging premium that is statisfcaid economically significant for firms
with exposure to exchange rates. The hedging pramapresents, on average, 4.87% of
firm value. They use Tobin’'s Q as a proxy for anfs market value and investigated
whether the obtained hedging premium can be exgudabby other factors that the theory
suggests may affect firm valt@.Also, in line with this, Allayanniset al. (2001)
investigate both financial and operational exchatage risk management strategies of US
multinational firms. They find that operational Iyged alone are not significantly related to
value. However, when used in conjunction with ficiahhedges, operational hedges are

significantly and positively related to value.

!> The other factors that have been commonly useskpdain firm value are: size, profitability, levees
growth opportunities, ability to access financiahrkets, geographic and industrial diversificatioredit
quality, industry classification, and time effects.
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Similarly to Allayanniset al. (2001), Kim et al. (2006) have compared and
contrasted the value effect of financial hedgingsue operational hedging. Their results
reveal that financial hedging improves, on averd&gé% of firm value and operational
hedging increases firm value in the range of 4.8%/ which could represent up to five
times more than financial hedging.

Also, Carteret al. (2006), Mackay and Moeller (2007), Clark and Mef(2010),
and Bartramet al. (2011) corroborate the existence of a hedging pnemCarteret al.
(2006) look into the relation between hedging anuh fvalue in the US airline industry.
They find evidence that the hedging premium rarigew/een 5% and 10%. Mackay and
Moeller (2007) control for the potential endogepeait hedging with respect to firm value
and show that a discriminating risk management naraghe can enhance firm value by
2% to 3% on average, namely hedging concave regenlg@aving concave costs
unhedged. Clark and Mefteh (2010), using a sampl&76 of the largest French non-
financial firms, provide evidence that foreign @mcy derivatives’ use is a significant
determinant of firm value and that this effect isrmintense in the larger and highly
exposed firms. Finally, Bartraet al. (2011), using a broad sample of non-financial §irm
from 47 countries, only find a weak statisticalrsfgance for hedging premium.

Clark and Judge (2009), using a sample of UK fimit foreign operations, draw
the distinction between short- and long-term fanearrency derivatives and examine
whether the use of these derivatives increases Vatae. Unlike the previous studies
presented above, they also consider the valuetedfdoreign debt hedging. Their results
indicate that foreign currency derivatives’ useraases firm value, but there is no
hedging premium associated with foreign debt heglgexcept when combined with
foreign currency derivatives. In addition, theydithat long-term derivatives generate

more value than short-term derivatives.
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Recently, Allayanniset al. (2012) found that, on average, the use of foreign
currency derivatives for foreign firms with exchangate exposure yield a hedging
premium around 10.7% in OLS specification. Furtiner authors found that this premium
is mainly associated with firms that have strongegnance (see section 2.5).

Introducing changes to the “standard” methodoldgimaproach, Nelsoret al.
(2005) look directly at the stock performance saple of US non-financial firms. They
found evidence that firms that hedge outperformeotiirms by 4.3% on average.
However, when they augmented the Fama and Frende tfactor model with an
additional risk factor related to intangible assébey found no statistically abnormal
returns to hedgers.

By contrast, Guay and Kothari (2003) estimate thshcflow implications from
hedging programmes for 234 large US non-finandrahd and found that the economic
significance of the cash flows, and as a consecuéine potential increase in market
value, is small. Also, Lookman (2004) and Jin andah (2006) found no significant
relation between hedging and firm value. Lookma®0@), using a sample of US oil and
gas firms, shows that hedging “big” risk is asstedawith a significant discount of about
17%, while hedging “small” risk is associated wahpremium of about 27%. They
suggest that hedgirmuer sedoes not increase firm value; instead, hedgingdigall) risk
is a noisy proxy for high (low) agency problems fandow (high) management skills. Jin
and Jorion (2006) also examine the US oil and gdastry and found that the effect of
hedging on market value is not statistically siguaiht, suggesting that the hedging
premium possibly will depend on the types of rigksvhich the firm is exposed.

Finally, under a different approach, Hagedinal. (2007) investigate the impact on

firm value for a specific factor — managerial stagkion plans — that encourages hedging,
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namely “bad” hedging, in a sample of Swedish firifisey confirm that foreign exchange
hedging that satisfies managerial self-interesticed firm value.

Summing up, in light of the reviewed evidence, vegify that the existence of a
value premium associated with hedging is still eacl It is likely that part of the
inconsistency in previous empirical results is doemethodological aspects, namely,
endogeneity problems which often plagued the exglitests in corporate finance. While
some papers deal with this issue by applying semelbus equations models (e.qg.,
Bartram et al, 2009) or sample selection criteria (Jin & Jori@906), most of the
empirical studies outlined above do not account tfee endogeneity implicit in the
value/hedging relationship; that is to say, firniueadetermines the hedging choice, rather
than hedging determining the value. Unquestionatblig, important question of hedging

premium must be subject to further empirical resiear

2.5Corporate governance and the value-increasing usé bedging instruments

Section 2.3 points out that hedging can be a valaeasing strategy because it
reduces cash flow volatility, thereby reducing thgected taxes, likelihood of financial
distress or agency costs of debt. In contrastuigeof risk management instruments as a
result of managerial risk aversion should not leadn increase in firm value, essentially
because it can follow, solely, managers’ self-i$er Hence, the effective value-
increasing of derivatives’ use documented by Allaya and Weston (2001), and
analysed by some other authors (see section hdj)Jdbe observed in a scenario of risk
management instruments’ use for hedging purposesomtrast, hedging as a result of
managerial risk preferences should not lead t;marease in value. In light of this, theory
states that a firm with a high governance leveluass effective monitoring of

management activities, which in turn increases likelihood of derivatives’ use for
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hedging purposes. This builds on the recent boditeshture that acknowledges the role
of governance structures on hedging policies (Altayanniset al, 2012; Lel, 2012).
While prior work presented in section 2.4 has fecu®n whether or not risk

management adds value, the main goal of this sedicto examine the governance
conditions by which firms engage in valuable hedgattivities. First, we present the
theoretical and empirical main issues regardingetffiects of corporate governance on
firm value. Then, we summarize empirical evidennetlee effect of quality of corporate
governance on the value of risk management. As iNes@e, the review on prior studies

showed that the empirical evidence regarding thagtenis extremely limited.

2.5.1Firm value and quality of governance: theory and emirical evidence

Shleifer and Vishny (1997) define corporate goveoga“as the ways in which
suppliers of finance to corporations assure theraselof getting a return on their
investment” (p. 737). Taking a more precise perspecDenis and McConnell (2003)
define corporate governance as the set of mechanibat induce the self-interested
controllers of a firm to make decisions that mazenihe value of the firm for its owners.
In line with this, a number of corporate governaneechanisms have been proposed to
control managers’ actions. The governance mechanisat have been widely studied can
be generally categorized as either being intermaéxternal to the firm. The internal
mechanisms commonly considered are the board efttdis (board composition and
board size) and the ownership structure (ownersbigzentration, managerial ownership,
and the identity of controlling owners) of the firfihe most cited external mechanisms
are the market for corporate control and the lsgslem.

As summarized below, empirical studies conductedate have generally come in

one of two forms. The vast majority of the studiesthe matter have focused upon some
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specific mechanism of corporate governance. Fratpehey tried to capture the
influence of the considered mechanism on the pmdoce of the firm. More recent
research has concentrated on corporate governaacécps as a whole, that is, they
examine simultaneously multiple governance mechamisnaking use of corporate
governance indexes. Within this last context, then@gry objective is to assess whether

the quality of corporate governance drives perforcea

2.5.1.1Firm ownership structure

The idea that ownership structure is one of thep@@te governance mechanisms
influencing the extent of firm agency costs and semuently firm value is widely
accepted (e.g., Jensen & Meckling, 1976). Firm aammpe structure is discussed in the
literature in terms of the actual identities of #leareholders, as well as percentages of
shareholding by these shareholders (ownership otrat®n).

The simplest way to align cash flow and controhtggof outside shareholders is to
concentrate on shareholdings. This can signify ohator several shareholders in the firm
have substantial ownership stakes, such as 10%r BOthis case shareholders have the
motivation to monitor management, thus avoiding tiee-rider problem related with
ownership dispersion. Certainly, ownership coneditn can be viewed as a proxy for
shareholder control over managers. Shleifer andhniyis(1986) demonstrated the
important role played by large shareholders, amavdiow the share price increases as the
proportion of shares held by these large sharelolikes.

However, the positive effect of large shareholders firm value is not so
straightforward. In the literature, ownership camication refers to cash flow rights, that is
to say, the right to claim for dividends, and tding rights, that is the right to vote. The

largest shareholders may use mechanisms to enltia@icesoting control, such as dual-
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class sharé8 or pyramidal structure¥,which create a wedge between control rights and
cash flow rights. Therefore, the control rightstod largest shareholders are often greater
than their corresponding cash flow rights. The ptéd problem is that large shareholders
represent their own interests, which does not rseci#yg match with the interests of the
minority shareholders (La Portt al, 2002). In fact, the described control enhancing
mechanisms seek to decrease the alignment of imesnbetween controlling and
minority shareholders, increasing the managerimeanhment and intensifying the risk of
expropriation. In line of this, Shleifer and Vish(}997) discuss several potential costs of
having large shareholders (private benefits of rbpt namely the straightforward
expropriation of other shareholders, managers, @pepk and creditors.

In table 2.7 it is shown that while there is litd@idence that large shareholders
positively affected the observed value of firmsyesal studies revealed that large

shareholders can obtain significant private bes@fitcontrol.

Table 2.7Empirical evidence on ownership concentration andifm performance

Theoretical Prediction Empirical Evidence

More concentrated shareholdings by outside Yes Black, Jang and Kim (2006); Claessens (1997);
blockholders increases firm value. Minguez-Vera and Martin-Ugedo (2087Ylitton

-or (2002)
No: Davies, Hillier and McColgan (2005)
No evidence Agrawal and Knoeber (1996); Beiner
et al. (2006); Demsetz and Villalonga (2001);
Hagelinet al. (2007); Minguez-Vera and Martin-
Ugedo (2007

The value of the firm increases with the

existence of large shareholders.

Company performance is a bell shaped (first Yes Thomsen and Pedersen (2000)
increasing, then decreasing) function of the

share of the largest owner.

'8 Dual-class shares occur when there are two or stuaee classes with different voting rights, asosepl
to the one-share-one vote principle.

" A pyramidal ownership structure occurs when a kilodder controls a top firm or holding company that
has control stakes in a related group or a sequefaens.
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Table 2.7 Empirical evidence on ownership concentration andifm performance (cont.)

Theoretical Prediction Empirical Evidence
The lower the dispersion of ownership, the Yes Claessens (1997)
higher the share price. No: Lehmann and Weigand (2000)

No evidence Minguez-Vera and Martin-Ugedo
(2007)

Firms in which the largest shareholders’ voting Yes Mitton (2002)
rights exceed their cash flow rights are likely

to have lower returns.

The voting premiuthshould be higher when Yes Doidge (2004)

voting power is more concentrated.

Firms with pyramidal ownership structures are  Yes Mitton (2002)

likely to have lower returns.

The value of the firm increases with higher Yes Blacket al. (2006)
values of ownership parity (which means a low

level of control from the largest shareholder

when compared with all affiliated

shareholders).

Note. The table lists the general theoretical predictiooncerning ownership concentration and firm perémce, and
corresponding empirical evidence. Those empiri¢gatliss whose findings provide significant eviderfoe the

theoretical prediction appear after the word “Yebk§se whose findings provide significant evidebhaeare contrary
to the theoretical prediction appear after the wiNd”; those studies that do not support the thecak prediction

appear after the words “No evidence”.

&The evidence reveals a nonlinear relationship. ditbors suggest that, at low levels of managerialesship, an
increase in managerial ownership more closely alitne interest of managers and shareholders, thémekeasing
firm value. However, at high levels of manageriahership, an increase in managerial ownership mal@gmgement
more entrenched and less subject to market diseipihereby reducing corporate valli#/hen a firm has two classes
of shares that are differentiated by their votifghts, the percentage difference between the poédsgh voting
shares and low voting shares is the voting premisnich can be used as a proxy for the private hisneff control.

The existing literature has used different variabl® measure ownership
concentration, for example, the ownership percent#dall shareholders that own 5% or
more of the stock (e.g., Agrawal & Knoeber, 1996ittdbh, 2002); the ownership
percentage of the largest shareholder in the fam.( Blacket al, 2006; Minguez-Vera &
Martin-Ugedo, 2007); the ownership percentage oé tlargest non-management
shareholder (Mitton, 2002); a dummy variable tredtes the value of 1 if the second

largest shareholder holds more than 10% of thengaights, O otherwise, and a dummy
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variable that takes the value of 1 if the firm hadivergence between the cash flow rights
and voting rights of the largest owner (Mitton, 2D otherwise.

Thomsen and Pedersen (2000) posit that the rettiprbetween ownership and
firm performance depends on the identity of largen{rolling) shareholders. One possible
interpretation of this assertion is that sharehsldeth different identities differ in terms
of investment priorities, and preferences in deplith managers’ agency conflicts. To
the extent that shareholders have other econonalindgs with the firm, divergence of
interests may arise. For example, managers may alayal role as employees and
shareholders, financial institutions may play aldake as lenders and shareholders, states
may play a dual role as regulators and shareholtfefact, the objective function of these
stakeholders may differ from the one of shareholdéne maximization. The implication
is that it is important, not only what percentageshareholder owns, but also if the
shareholder is a manager, an institution, the stapeivate person or a family.

Among the different types of owner identity, mamggeownership appears to be
the most controversial as it has ambiguous effentsirm value. At first, as managers’
stock ownership increases, managers’ interestamecoore closely aligned with those of
shareholders, which leads to agency costs decgeasith consequently to an increase in
firm value. However, high ownership by managers megult in a greater degree of
managerial control. These arguments give rise écetitrenchment hypothesis, according
to which managerial ownership has rather a negatiyeact on firm value (Morck,
Shleifer, & Vishny, 1988).

The existing literature on managerial ownership kaamined the relationship
between the proportion of shares owned by managetdirm value. For example Davies
et al. (2005), Hermalin and Weisbach (1991), McConnetl &ervaes (1990), and Morck

et al. (1988) found a nonlinear relationship between rganal ownership and firm value,
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as can be observed in Table 2.8, Panel A. Thedeestassumed managerial ownership to
be an exogenous variable. However, several authave questioned the Moracit al.
(1988) results on the grounds that managerial ostigrmay not be an exogenous
variable. Cho (1998), Demsetz and Villalonga (20Gi)d Loderer and Martin (1997)
have examined endogeneity between managerial olipesad firm value, and find that

managerial ownership does not affect value (seéeTaB, Panel A).

Table 2.8 Empirical evidence on the identity of the major shaeholder and firm performance

Panel A. Insider Ownership

Theoretical Prediction Empirical Evidence
The value of the firm increases with higher Yes Beineret al. (2006); Davieset al. (2005)7 Han
levels of managerial ownership. and Suk (1998}; Hermalin and Weisbach (1991);

Himmelberg, Hubbard and Palia (1999)Lins
(2003)* McConnell and Servaes (1990)Morck
et al. (1988)% Short and Keasey (1999)Yermack
(1996)

No: Himmelberg et al. (1999)f Lehmann and
Weigand (2000)

No evidence Agrawal and Knoeber (1996); Cho
(1998); Demsetz and Villalonga (2001); Loderer and
Martin (1997); Mitton (2002)

Higher cash flow rights and lower voting rights  Yes La Portaet al. (2002)

by the controlling managerial shareholder

improve valuation.

Panel B. Institutional Ownership

Theoretical Prediction Empirical Evidence
More concentrated shareholdings by Yes Cremers and Nair (2005); Han and Suk (1998);
institutions increases firm value. Thomsen and Pedersen (2000)

No evidence Agrawal and Knoeber (1996); Black
et al. (2006); Minguez-Vera and Martin-Ugedo
(2007);
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Table 2.8 Empirical evidence on the identity of the major shaeholder and firm performance (cont.)

Panel C. State Ownership

Theoretical Prediction Empirical Evidence
It is expected that state-owned firms are Yes DeWenter and Malatesta (2001); Megginson,
significantly less profitable. Nash and Randenborgh (1994) ; Thomsen and

Pedersen (2000)

It is expected that state-owned and mixed firms Yes Boardman and Vining (1989)
are significantly less profitable when compared

with private firms.

Panel D. Family Ownership

Theoretical Prediction Empirical Evidence
It is expected that family-owned firms are Yes Thomsen and Pedersen (2000); Yermack (1996)
significantly less profitable.
An individual or a family group, as major Yes Anderson and Reeb (2003Minguez-Vera and
investor, would intuitively have more incentive  Martin-Ugedo (2007); Villalonga and Amit (2006)

to exercise control over a company, which No: Faccio, Lang and Young (2001)

possibly will increase firm value.

Note. The table lists the general theoretical prediciononcerning the identity of controlling sharehosdand firm
performance, and corresponding empirical evidef@nel A relates to inside ownership, Panel B toitutginal
ownership, Panel C to state ownership, and finalinedP D to family ownership. Those empirical studigsose
findings provide significant evidence for the thetoral prediction appear after the word “Yes”; thaghose findings
provide significant evidence but are contrary t tieoretical prediction appear after the word “Nbbdse studies that
do not support the theoretical prediction appeiar &fie words “No evidence”.

& The evidence reveals a nonlinear relationship. diitkors suggest that, at low levels of managesalership, an

increase in managerial ownership more closely aligpe interest of managers and shareholders, thémekeasing

firm value. However, at high levels of manageriahership, an increase in managerial ownership male@smgement
more entrenched and less subject to market diseipthereby reducing corporate valfidhe authors find that the
positive effect associated with family ownershiartst to decrease at around 30% ownership.

Institutional investors are large investors, ottin a private person, who exercise
discretion over the investment of others. They ddug insurance companies, pension
funds, financial institutions and investment comipan These investors have the
opportunity, resources and ability to monitor, g8ne and use their “voice” to influence
managerial decisions. In the literature, therevidence on the role played by institutional
investors in monitoring corporate decisions, thgralfecting performance. Despite the
straightforwardness of the argument, prior stuthes we give evidence for in Table 2.8,
Panel B, have produced mixed results. Cremers and(RD05), Han and Suk (1998), and

Thomsen and Pedersen (2000) support the abovemstatteand report a significant
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relationship between the value of the firm and pecentage of shares owned by
institutional investor. By contrast, Agrawal anddé@ber (1996), Blackt al. (2006), and
Minguez-Vera and Martin-Ugedo (2007) found no enadethat institutional ownership is
correlated with firm performance.

Pound (1988) examines differences among variousstyy institutions based on
their ability to influence firm actions and prov&lea possible explanation for the
inconsistent results found. The author propose=ethiypotheses on the relation between
institutional investor and firm performance: (1}ptbfficient-monitoring hypothesis that
assumes only an investment relationship betweenngtgutional investor and the firm,
and posits that the institutional investor has gnre&knowledge and capability to
effectively monitor managers at lower costs tham gmall investors; (2) the conflict-of-
interest hypothesis that considers also the existehongoing business relations between
the institutional investor and the firm, and argthes this duality of activities could create
a conflict of interests for the institutional inves and, finally, (3) the strategic-alignment
hypothesis states that institutional investors amahagers find it jointly beneficial to
cooperate, which could reduce the power inherenthen monitoring by institutional
investors. Clearly, because the institution’s &piid influence the firm may be limited by
the extent to which it depends on the firm for bess, the author predicts a negative
relation between institutional ownership and tmmfvalue in the last two hypotheses.

Regarding state ownership, a common-sense vielatsstate-owned firms are less
productively efficient than their private sectomuaterparts operating in similar situations.
Under state ownership, the shareholders, thatsayahe national citizens, have no direct
claim over their residual income and are not ablesxercise their ownership rights.

Instead the firm is run by bureaucrats who havernhbentive to maximize social welfare
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and his/her personal interests, but not the firniopemance. Yet, under private ownership
the firm is run for the maximization of shareholdgafue.

As we can see in Table 2.8, Panel C, there is cuonitip in the results of analysed
studies. In fact, comparing the performance ofestatned to privately-owned firms is
one method through which the impact of state ownpren firm performance can be
analysed. Boardman and Vining (1989) follow thipraach and examine the economic
performance of 500 of the biggest non-US (both gidgvand state-owned) industrial
corporations as of 1983. The authors divide thadiinto three groups according to their
ownership: state-owned, private and mixed ownershigy conclude that state-owned
and mixed firms are significantly less profitabldnem compared with private firms.
DeWenter and Malatesta (2001) chose a similar @gbr@nd conclude that the average
profitability of the private companies was twicee tiprofitability of the state-owned
companies. Megginsaet al. (1994), adopting a different view, compare the pred post-
privatization financial and operating performande6a firms from 18 countries. They
document strong evidence that their sample beconwge nprofitable following
privatization.

Finally, concerning family-owned firms, the emp#ictudies reported in Table 2.8,
Panel D, also produced mixed results. On the ond,ifamily ownership and control are
beneficial in mitigating the principal agent coofs that arise in firms managed by
professionals (e.g., Anderson & Reeb, 2003; Mingdem & Martin-Ugedo, 2007,
Villalonga & Amit, 2006). On the other hand, itatso mentioned that family owners are
often more entrenched in comparison to non-famibckholders, which may introduce
difficulties in the substitution of family shareklers by better qualified professionals
among the management positions of the firm (e.gccié et al, 2001; Thomsen and

Pedersen, 2000; Yermack, 1996).
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2.5.1.2Board of directors

The composition of the board of directors is on¢hefseveral corporate governance
mechanisms that may help to control agency cosis. grimary responsibilities of the
board of directors are the approval of managemewcistbns and the monitoring of
management performance (Fama & Jensen, 1983)atrséimse, the quality of monitoring
by the board of directors is usually attributedtsostructure and size, i.e., the proportion
of the directors that are outsiders, and the nurabdirectors that comprise the board.

The structure of the board is determined by the typmembers that comprise the
board. Members of the board can be classified sidars if directors are also employees
of the firm. Non-employee directors are classifésdoutside or affiliated (grey) directors.
Outside directors are often respected leaders thebusiness or academic community,
whose reputations suffer when they are associaidd failing companies. So, Jensen
(1993) suggests that a board dominated by indepenidtectors is effective in controlling
the value reducing activities of managers, becaudgside directors have incentives to
make corporate decisions that signal their ahiliges efficient decision-makers. While
Beineret al. (2006) support this hypothesis, Agrawal and Knodh896) conclude that
outsiders in the board are negatively related tdopmance. Table 2.9 lists the general
theoretical predictions concerning the structure toé board of directors and its
relationship with firm performance. Panel A presetite theoretical prediction and the
correspondingly empirical evidence regarding thheadors’ independence, Panel B shows
the prediction concerning the matter of the separaif chairmanship and chief executive

(CEO) position, and, finally, Panel C lists thegotion on board size.
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Table 2.9 Empirical evidence on the board structure and firmperformance

Panel A. Directors’ independence

Theoretical Prediction Empirical Evidence
The value of the firm increases with the Yes Blacket al. (2006)
number of outside directors on the board. No: Agrawal and Knoeber (1996); Yermack (1996)

No evidence Beineret al. (2006); Bhagat and Black
(1999); Hermalin and Weisbach (1991)

Panel B. Separation of chairman and CEO position

Theoretical Prediction Empirical Evidence

Firms are more highly valued and board more  Yes Lel (2012); Yermack (1996)
effective monitors when CEO and chairman

positions are separated.

Panel C. Board Size

Theoretical Prediction Empirical Evidence
The value of the firm decreases when the Yes Yermack (1996)
number of directors on the board increases. No evidence Beineret al. (2006); Blacket al. (2006)

Note. The table lists the general theoretical prediciaoncerning the board of directors’ structure dinch

performance, and corresponding empirical evidefidmse empirical studies whose findings provide ifigant

evidence for the theoretical prediction appear dfte word “Yes”; those whose findings provide sfigant evidence
but are contrary to the theoretical prediction appafter the word “No”; those studies that do nopport the
theoretical prediction appear after the words “Ninlence”.

In addition, Jensen (1993) recommends that comgasleould separate the
functions of CEO and chairman of the board. Theefthe presence of a dual CEO-
chairperson is assumed to corrode the independ#nite board of directors. While we
can argue that this situation helps to alleviat@mmnication problems between the CEO
and the board of directors, it obviously cannotrgotee independent monitoring by the
board of directors. Lel (2012) and Yermack (199&)ua that a dual CEO-chairperson
leads to a concentration of power that can be adverthe firm valuation (see Table 2.9,
Panel B).

Jensen (1993) also focuses his arguments on tffecieecies that arise when work
groups are large; specifically he argues that sbwalds may be more effective than large

boards. Jensen (1993) suggests an optimal boaed ddizseven or eight directors.
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Empirical research on the importance of board isiaewusual. The first to investigate this
hypothesis empirically is Yermack (1996). As we ®e in Table 2.9, Panel C, he

supports the existence of an inverse relation batvibmard size and firm value.

2.5.1.3The market for corporate control and the legal systm

When internal corporate control mechanisms arefficgent for controlling firm
managers and the firm managers fail to operatehen ldest interests of the current
shareholders, there is incentive for outside iromssto initiate a hostile takeover of the
firm. Usually, changes in the control of firms oceat a premium, thereby creating value
for the target firm’s shareholders. Indeed, thepsemthreat of takeover can provide
managers with an incentive to pursue the intexdstbareholders.

Jensen (1993) considers takeovers in the US assantgal corporate governance
mechanism to control managers’ actions. That isubse the takeover market in the US is
very active. In contrast, in most of the world (e.Gontinental Europe), with the
exception of the UK, hostile takeovers are rare athe@r aspects of governance are more
important.

Agrawal and Knoeber (1996) analyse the relationdl@fween firm performance
and several mechanisms to control agency problearsely corporate control activity.
They find that those hostile takeovers are morelyikn poorly performing industries.
Also, several recent works examine corporate maretrol, but in association with other
aspects of governance. For example, Gompers, asitii Metrick (2003) integrated the
possibility of company takeover into their measofeshareholder rights, and classify
those rights to be either weak or strong, whichedepon the number of protection

mechanisms established by the company againsakkeer threat. They find that buying

71



firms with the strongest shareholder rights antingefirms with the weakest shareholder
rights earned in the long run returns in exces& %# per year.

Another external factor that can influence corpgigvernance is the legal system.
La Porta, Lopez-de-Silanes, Shleifer and Vishny98)9refer the degree to which the
country’s laws protect investor rights and the éegio which those laws are enforced as
fundamental determinants in the way corporate gamere progresses in that country.
Indeed, when outside investor rights are bettetepted by law, outside investors are
willing to pay more for financial assets. So, thepredicts that firms in more protective
legal regimes should have higher valuation. Withis context, La Portat al.(2002) find

that firms in countries with better investor prdiex have a higher Tobin’s Q ratio.

2.5.1.4The construction of indexes as a proxy for the quay of governance

Instead of concentrating the analysis on one or sgparate mechanisms of
governance, in the last decade there have beamcerasing number of studies that focus
on corporate governance indexes as a comprehemgi@sure of managerial agency costs.
The empirical literature on the relationship betwe®rporate governance indexes and
firm value typically analyses either inter-firm iatrons within a country or inter-country
differences. Table 2.10 shows the most cited catpogovernance indexes that seek to
measure inter-firm variations within a country, ahd corresponding empirical evidence.
Specifically, Panel A illustrates governance indetteat put together in only one measure
several internal governance mechanisms. Panel Brides governance indexes that
represent solely external governance mechanismall¥i Panel C describes indexes that

represent simultaneously internal and external g@mreee mechanisms.
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Table 2.10Empirical evidence on the use of firm-level corpore governance indexes

Panel A. Governance indexes measuring internal gorreance mechanisms

Governance Index Empirical Evidence

CLSA corporate governance ranking: t8eedit Lyonnais Securities Asiauilds the index based on 57 binary questionseigog seven Durnev and Kim (2005);
dimensions: management discipline, transparendgpendence, accountability, responsibility, faispesd social awareness. The index iKapper and Love (2004)

calculated by taking a simple average of the §irstdimensions.

The index comprises seven alternative governanes and ranges from O (weak governance) to 7 (@tgmvernance). A firm earns onéAllayanniset al. (2012)
additional point for each of the following: (1) thbsence of an inside blockholder, (2) the presehea outside blockholder, (3) the presence

of an institutional investor as a blockholder, {#}he role of the CEO and chairman are separgf&dif cash flow rights of the largest

managerial blockholder are greater than their nmeg&ue, (6) if voting rights of the largest managleblockholder are lower than their

median value, and (7) if there is no discrepandwbéen the cash flow rights and voting rights of ldmgest blockholder.

The composition of this index is as follows: a figarns one additional point if the role of CEO a&hdirman are separated, if there is ncel (2012)
wedge between cash flow and voting rights of tiigdst managerial shareholder, if there are no stagth differential voting rights, and if

there are at least one non-managerial and nortitistial large shareholder, one institutional laspareholder, no family large shareholder,

and finally no state ownership. Large shareholdeesdefined as those with at least 10% of outstansihares. This index ranges from 0 to 7.

It should be noted that this index makes use ofarslnip concentration and board structures.

Panel B. Governance indexes measuring external gomance mechanisms

Governance Index Empirical Evidence

G- Index: the G-Index is constructed from data cibedpby the IRRC. The index considers 24 diffeneravisions in five categories — tacticsCremers and Nair (2005);
for delaying hostile bidders, voting rights, dira¢office protection, other takeover defences, stade laws. The index is formed by addinBebchuk, Cohen and
one point if the firm has a specific defensive fgmn in place and zero otherwise, leading to valbetween 0 and 24. A high G-Score Berrell (2009); Gompers

associated with weak shareholder rights. et al. (2003)
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Table 2.10Empirical evidence on the use of firm-level corporge governance indexegcont.)

Panel B. Governance indexes measuring external gomance mechanisms

Governance Index Empirical Evidence

The Alternative Takeover Index (ATI) uses only #nreomponents incorporated in the G-Index that sn@vn to be critical to takeover:Cremers and Nair (2005)
blank check preferred stock (poison pills), stagddsoards, and restrictions on calling special mgstor acting by written consent. ATl is

formed considering all the three components andictédy a point for the existence of each provisieinms with ATl = 0 are classified as

having low takeover vulnerability (poor externaivgmance) and those with ATI = 3 are classifiethagng the highest external governance

and are most vulnerable for takeovers.

Entrenchment index: this index is constructed fIRRC data. It uses a six-provision subset of th@x that is correlated with firm valueBebchuket al (2009)
and stockholder returns. The index comprises feonétitutional” provisions that prevent a majomtiyshareholders from having their way
(staggered boards, bylaw and charter amendmentationis, supermajority requirements for approval neérgers, and supermajority
requirements for charter amendments), and two thedereadiness” provisions that boards put in pkacbe ready for a hostile takeover

(poison pills and golden parachutes). The indegearfrom a feasible low of 0 to a high of 6.

Panel C. Governance indexes measuring internal arekternal governance mechanisms

Governance Index Empirical Evidence

Corporate governance ranking created byBhenswick Warburg Investment Barikhe 21 major Russian firms were rated on a Oe&les Black (2001)
with high numbers indicating worse quality of gavance. The risk elements that influence the rankeng be divided in four categories:
behaviour, governance characteristics, rule, amdgmvernance characteristics.

Deminor’s corporate governance rating: the indelxaised on 300 different criteria, which can bdkaited to four broader categories: rightBauer, Guenster and Otten

and duties of shareholders, range of takeover defemlisclosure on corporate governance, and lstarcture and functioning. (2004)
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Table 2.10Empirical evidence on the use of firm-level corporte governance indexefcont.)

Panel C. Governance indexes measuring internal arekternal governance mechanisms

Governance Index Empirical Evidence

German corporate governance rating: the index sdan responses to objective survey questions.inidex comprises 30 governanc®eineret al. (2006)%
proxies divided into five categories: corporate gmance commitment, shareholder rights, transpgrenanagement and supervisory boafdrobetz, Schillhofer and

matters, and auditing. Zimmermann (2004)

Korean Corporate Governance Index (KCGI): this indebased primarily on a 2001 survey of corpogiieernance practices by the Kore8lack et al. (2006)
Exchange, and supplemented by hand collection taf fda some governance elements. The index is bas&8 governance elements divided

into four categories: shareholder rights, boandcstire, board procedure, and disclosure.

Gov-Score: this index is constructed from data dtadpby the ISS. It uses 51 firm provisions to gasa score to each firm. The feasiblBrown and Caylor (2006)
range of score is from 0 to 51. The 51 governamogigions are classified into eight ISS categoraslit, board of directors, charter/bylaws,

director education, executive and director compimsaownership, progressive practices, and sthilecorporation.

Gov-7: Brown and Caylor (2006) identify seven goarce measures that are key drivers of the linkdxt corporate governance and firrBrown and Caylor (2006)
valuation: (1) board members are elected annuélycompany either has no poison pill or one appdoly shareholders; (3) option re-

pricing did not occur within the last three yedry; average options granted in the past three yasaespercentage of basic shares outstanding

did not exceed 3%; (5) all directors attended asti§5% of board meetings or had a valid excusedorattendance; (6) board guidelines are

in each proxy statement; and (7) directors areestiltp stock ownership guidelines. The first twoaswges represent external governance and

are part of the Bebchuit al. (2009) entrenchment index. The other five arerirategovernance factors, none of which have beesidered

by prior literature linking governance to firm velulhe authors developed a parsimonious index hasétese seven factors.

Note. The table lists the most cited corporate goveraandexes that seek to measure inter-firm variatiaithin a country, and the corresponding empirmatience. Panel A indicates
governance indexes that represent internal goveenarechanisms. Panel B describes governance intfexteiepresent external governance mechanismallyfsiRPanel C describes indexes
that represent simultaneously internal and extegoaérnance mechanisms.

2The index is quite similar to that used by Drobetzl. (2004). The survey on the basis of the index vest # all Swiss firms quoted at the Swiss Stockhaxnge and comprises 38
governance attributes.
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To the best of our knowledge, Black (2001) was firet one to publish a work
relating firm value with an aggregate measure ohdievel governance structures. He
examines the relationship between corporate gomembehaviour and market value from
a sample of 21 Russian firms. His results musnberpreted with caution because of the
small dimension of the sample. Nevertheless, hssilt® suggest that the governance
behaviour of Russian firm@roxied with a corporate governance index developed by a
Russian investment bank (see Table 2.10, Pandias)a powerful effect on market value.

As already noted, Gompeet al. (2003) study the correlation between firm value
and shareholder rights provisions in the aggregaiempiled by the Investor
Responsibility Research Center (IRRC). Mainly, #@nathors study takeover defence
provisions for US firms, such as antigreenmail lalatank check preferred stocks (poison
pills), golden parachutes, and others. They firat the decile of firms with the strongest
takeover defences have lower share prices, whempa@a with the decile of firms with
the weakest defences. Indeed, this work startedeaof substantial research using their
governance index and their index-based methodoldtpywever, it is not without
criticism. For example, Blac&t al. (2006) disapprove of the sole use of hostile ta&en
The authors argue that hostile takeovers are se¢arpeost of the world, and that other
aspects of governance are more prominent. AlsoyBrand Caylor (2006) consider that
the studies using IRRC data (hereafter G-Index)ardy examine external governance in
spite of the fact that effective corporate govensaoomprises both internal and external
mechanisms. In Table 2.10, Panel B, we give a destription of this index.

Bebchuket al. (2009) and Cremers and Nair (2005), also US-batadies, adopt
the same approach as Gompetral. (2003) and support the findings documented byrprio
research. They find that the IRRC provision in dlggregate is correlated with Tobin’s Q,

as well as returns during the 1990s. Cremers amd(R@05) show that the results about
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the importance of corporate governance, such aepred by Gompert al. (2003), are
strengthened when the role of shareholder activismnership structure), that is an
internal governance mechanism, is also considdfecthermore, their findings suggest
that takeover vulnerability alone (the aggregatainexternal governance mechanisms
considered in this study) does not contribute torgf operating performance; rather,
substantial institutional ownership is also reqdifer higher operational performance.
Summing up, they conclude that internal and extegogernance mechanisms interact in
being associated with long-term abnormal returns.

Bebchuket al. (2009) investigate which of the 24 governance pmiovis compiled
by the IRRC (G-Index) are correlated with firm valand stock returns. At the end they
construct an entrenchment index based only on sixigions underlying the G-Index.
They find that firms with a higher level of theiaggimonious index were associated with
lower firm valuation.

Drobetz et al. (2004), using German data and a broader governgmex than
Gomperset al. (2003), considered five dimensions that comprigernal and external
governance: (1) corporate governance commitmen), gBRareholder rights, (3)
transparency, (4) management and supervisory boetders, and (5) auditing. The
authors support the US findings that a higher ¢yali governance affects firms’ Tobin’s
Q positively.

Black et al. (2006) examine governance practices at 515 Kadfieas. The authors
construct a Korean Corporate Governance Index basselveral different dimensions of
governance, including shareholder rights, boardcatre, board procedures, disclosure
practices, and ownership structure. They find tatean firms’ corporate governance

practices are important in explaining the markéteaf these firms.
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Brown and Caylor (2006) construct a governancexr{iereafter Gov-Score) using
Institutional Shareholder Services (ISS) governafam#ors. ISS provides information
about internal and external governance mechanishesauthors conclude that Gov-Score
is significantly and positively related to firm waltion. Following the approach of
Bebchuket al. (2009), Brown and Caylor (2006) create a parsimasiindex based on
seven factors underlying Gov-Score and show thétlly drives the relation between
Gov-Score and firm value. Also, Beinet al. (2006), using Swiss data and a broad
governance index, report a positive correlationwken the quality of corporate
governance and firm value.

Among the studies investigating inter-firm variatiobut with a cross-country
approach, are Klapper and Love (2004) for 14 emegrgiountries, Durnev and Kim
(2005) for 27 countries, and Bauedral. (2004) for Europe and the UK. Klapper and Love
(2004), and Durnev and Kim (2005) both rely on tme of the CLSA corporate
governance index and conclude that firms with bejtvernance enjoy higher valuation.
Moreover, Klapper and Love (2004), and Durnev amnt K2005) analyse the interaction
between firm-level governance and the legal enwvirvemnt. They conclude that firm-level
governance provisions matter more in countries tiete poor legal environments to
establish efficient governance practices.

In contrast, results from Europe, namely the Ukoreed by Baueet al. (2004) do
not support the existence of a positive relatiotwben firm value and strong firm-level
corporate governance. In addition, Entugrul and dée(2009), examining the corporate
governance ratings supplied by three premier U8gatgencies — The Corporate Library
(TLC), Institutional Shareholder Services (ISS)d&Bovernance Metrics International
(GMI) — found that summary scores are generallyrppeedictors of future firm

performance. In general, all other works descrilbbéddve and shown in Table 2.10
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confirm the existence of a positive relation betw#se firm-level quality of governance
and firm valuation.

Three of the above papers (Blagkal, 2006; Drobetzt al, 2004; Durnev & Kim,
2005) directly attempt to deal with the endogenesiyue by using an instrumental
variables approach. However the instruments usedpassible weakly correlated with
corporate governance, thereby leading to ineffidiestrumental variables estimates.

Recent literature finds that cross-country diffeesin the extent of legal protection
of investors and in the structure of laws and tlegiforcement (such as the historical
origin of laws), affect ownership structure, divide payout, availability and cost of
external finance, thereby also affecting corpovaleation. The most preeminent example
of governance studies on inter-country differenigsby La Portaet al. (1998).
Subsequently, several other studies worked iniisise, for example, Berkowitz, Pistor
and Richard (2003), Kaufmann, Kraay and Mastru2£08), Djankov, McLiesh and
Shleifer (2007), and Djankov, La Porta, Lopez-diew&is and Shleifer (2008). Table 2.11
provides an extensive description of the indexesiua prior literature to measure the

effect of country-level quality of governance omfivalue.
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Table 2.11Empirical evidence on the use of country-level cograte governance indexes

Governance index Empirical Evidence

Antidirector rights: this index is constructed Hyetsum of dummies identifying one-share/one-votexyp by mail, unblocked sharesAllayannis et al. (2012);

cumulative vote/proportional representation, pretdmaprights, oppressed minority, and percentagshafres needed to call a shareholdefartramet al (2009);

meeting. The index range from 0 to 6. Source: Campaw or Commercial Code and La Pogtaal (1998) Durnev and Kim (2005);
Klapper and Love (2004);
La Portaet al. (2002)

Creditor rights: this index is formed by adding qunt when: (1) the country imposes restrictiosig;h as creditors’ consent or minimumllayanniset al (2012);
dividend, to file for reorganization; (2) secureéditors are able to gain possession of their #gonmce the reorganization petition has beeBartramet al (2009); La
approved (no automatic stay); (3) the debtor da¢seatain the administration of its property pemgihe resolution of the reorganization; (4Portaet al. (2002)
secured creditors are ranked first in the distidyubf the proceeds that result from the dispositbthe assets of a bankrupt firm. The index

ranges from 0 to 4. Source: Company law and Laafebrl (1998).

Judicial efficiency index: this index is construttey thelnternational Country Risk Guid@000). Klapper and Love (2004)

Efficiency of legal system: assessment of the éafficy and integrity of the legal environment asffects business, particularly foreigrillayanniset al. (2012)
firms” produced by the country risk rating agemeternational Country RiskKCR). High scores represent higher efficiencyeleySource: La
Portaet al (1998).

Index of effective legal institutions: this is aggaegate index of the strength of the legal systadhinstitutional environment constructed asAdlayanniset al. (2012);
weighted average of five components: judicial éficy, rule of law, corruption, risk of expropriati, and risk of contract repudiationBartramet al. (2009);
Source: Berkowitzt al. (2003). Klapper and Love (2004)
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Table 2.11Empirical evidence on the use of country-level coqrate governance indexegcont.)

Governance Index Empirical Evidence

Public enforcement: this index of public enforcemequals the arithmetic mean of: (1) supervisorattaristics index; (2) investigativeAllayanniset al (2012)

powers index; (3) orders index; and (4) criminaldr. Source: La Porta, Lopez-de-Silanes and Shigfo6).

Private enforcement: this index of private enforeatnequals the arithmetic mean of: (1) disclosadex; and (2) burden of proof indexAllayanniset al (2012)

Source: La Portat al (2006).

Rule-of-law index: this index provides the asses#nad the law and order tradition from theternational Country Risk Guidéhe index Bartramet al. (2009);

assesses the law and order tradition of a coumtiy gcale from 0 to 10. Durnev and Kim (2005)

Note. The table lists the most cited corporate goveraandexes that seek to measure inter-country vamistand the corresponding empirical evidence.
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2.5.2 Corporate risk management and the quality of goverance structures

To ensure the proper risk-taking behaviour of manaent, which results in value-
maximizing decisions, shareholders use ex-antergamee mechanisms (e.g., executive
compensation) and ex-post governance mechanisgs if@nitoring managers). In this
section we focus largely on ex-post governance ar@sms.

As supported by theory, firms characterized byghlownership concentration are
less likely to experience agency conflicts andaa®nsequence, would hedge mainly in
order to maximize shareholders’ value. Indeed, daigareholders have the resources and
motivations to monitor (via the governance procesahagers more intensively than small
shareholders. Several hedging-based empirical wookgrol for the firm’s ownership
structure, either with variables representing bitmtler ownership (Bartrarat al, 2009;
Borokhovichet al, 2004; Hageliret al, 2007; Lel, 2012; Marsden & Prevost, 2005) or
with specific types of blockholders, such as ingitiinal investors (Borokhovickt al,
2004; Foket al, 1997; Lel, 2012; Whidbee & Wohar, 1999), famihwestors (Hagelin
et al, 2007; Lel, 2012), and the state (Lel, 2012).

Despite the theoretical argumentation presentely, Bartram et al. (2009) have
found support for the relationship between bloclbeolownership and corporate risk
management. They predict that multiple classedafes often have a controlling group
with superior voting rights, which is consistenthwa greater use of derivatives. In the
case of institutional shareholding, Fek al. (1997) and Lel (2012) find significant
evidence that firms with an institutional inves@s an outside blockholder engage in
valuable risk management activities. These resuggest that an institutional investor
has a stronger financial incentive to monitor mamagnt. In contrast, a family investor as
an undiversified shareholder could undertake imaest decisions that pursue objectives

that are diverse to the ones of the other sharelml€onsistent with that view, Hagelin
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et al. (2007) find some evidence that family ownershipassociated with shareholder
wealth expropriation. In the same spirit, risk ngaeraent of firms that are not state-
owned should be rewarded with a premium, suggedtiag state-owned firms have
effectively dispersed ownership amongst taxpayershe country. Lel (2012) do not
achieve significant results in this matter.

Another aspect of ownership structure that shouéd rbentioned is insider
blockholder. Lel (2012) argue that the severityagéncy costs is greater when managerial
blockholders exist. So, he does not expect thagingds value-adding in the presence of
an insider blockholder. In line with this, Hageénhal. (2007) analyse the impact of CEO
shareholdings on hedging decisions, namely wherCt® is the largest shareholder or
when he/she comes from the family which is thedatghareholder in the firm. They find
that hedging activities are not driven by managdnesmtrenchment. It should be noted
that the existence of an insider blockholder ig/fiently evoked as a proxy for managerial
risk aversion (e.g., Foét al, 1997; Marsden & Prevost, 2005; Tufano, 1996).

As discussed earlier, the agency theory attribusesparticularly important
monitoring role to outside disinterested memberghef board who are probably less
aligned to management. For that reason, outsidetie board should have a significant
role in monitoring and controlling the use of datives. Borokhovichet al. (2004),
analysing a sample of 284 firms in the S&P 500983, argue that in boards dominated
by outsiders that make greater use of interest datevatives, the evidence would be
consistent with a derivative policy that benefiteieholders. Whidbee and Wohar (1999)
and Marsden and Prevost (2005) also examined s$bigei While Whidbee and Wohar
(1999) find that when insiders own a small percgataf firm equity, monitoring by

outside directors may lead to greater derivativs®, Marsden and Prevost (2005) do not
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support the hypothesis that board composition pkaysignificant role in the use of
derivatives.

To date, in terms of the relationship between c@jgogovernance and hedging
activities, only the relationship between sevenacific governance mechanisms and
hedging activities has been examined. Instead, (R8l2) addresses the impact of
corporate governance on the determinants of agiuse of derivatives through the use of
one firm-specific variable that provides an aggteganeasure of the quality of
governance. He follows the methodology of Gomgral. (2003) and constructs a firm-
specific governance index that proxies for firmdequality of governance. The index
comprises seven alternative governance rules celatewnership and board structures
that are hand-collected from the firms’ annual rep¢see Table 2.10, Panel A). From the
view of the corporate governance literature, thgrele of monitoring of managerial
activities is expected to increase (which meang tha agency costs of equity are
expected to decrease) with higher values of thigeg@nce index. As a result, the
likelihood of derivatives’ use for hedging purposesxpected to increase. In addition,
Lel (2012) uses a proxy for the country-level giyabf governance obtained from La
Portaet al. (1998) — the English legal origin. His evidencggests that strongly governed
firms use derivatives in a way that is consisteith \whareholder value-maximization. By
contrast, weakly governed firms use derivativesréasons related to managerial utility-

maximization.

2.5.3The value of corporate risk management and the qudy of governance

structures

To the best of our knowledge, Allayanras al. (2012) are the only ones to have

investigated the impact of quality of governance tbe value of risk management
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activities. As before in Lel (2012), they followetmethodology of Gompert al. (2003)
and construct a firm-specific governance index Whproxies for internal corporate
governance structures. The index comprises sev@malive governance rules and ranges
from O (weak governance) to 7 (strong governanseg Table 2.10, Panel A). In fact, this
index is very similar to those of Lel (2012).

In addition, Allayanniset al. (2012) use several proxies for external countvelle
governance mechanisms: i) an aggregate index esgineg the strength of shareholders’
rights that is obtained from La Poetal. (1998) and that provides a measure of the level
of shareholders’ protection under law; ii) the sg# of creditors’ rights that is
represented by an aggregate index, also obtairmed fra Portaet al. (1998) and that
measures the level of creditors’ rights under baptay and reorganization laws; iii)
English legal origin; iv) the efficiency of the jethl system as it affects business, which
is scaled from 0 to 10 and is produced by Busih@ssnational Corporation; v) the extent
to which private or public enforcement exists; thi¢ merger activity within the country,
and vii) the legality measure constructed by Berkowt al. (2003). Both the public
enforcement index and private enforcement index aoined from La Port&t al.
(2006). With regard to merger activity within theuatry, it is expected that the threat of a
takeover disciplines managers and leads them tesfoo value maximization. Finally, it
is expected that firms that reside in countriehvgitrong legality pursue more valuable
risk management activities in comparison to firnesiading in countries with weak
legality.

The authors document that hedging is a value-isargastrategy for firms around
the world. They also suggest that stronger inteemal external corporate governance

structures lead to increases in the value of fitmas hedge. Moreover, they find that firms
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characterized by weak internal governance, butimgiin countries with strong external

governance structures, also engage in valuablengiagement activities.

2.6 Summary and further directions

The research reviewed above provides great insigits the link between risk
management, corporate governance, and firm valugly we documented that hedging
activities tend to be systematically associatedh wite use of derivatives, disregarding the
fact that hedging can be pursued by other means. Hds been recognized by several
works that present evidence concerning the usemderivative hedging instruments and
that point to this approach as a potential biasrapirical tests. So, providing an adequate
measure for corporate hedging is a necessary eteimdhe success of empirical tests.
However, the choice of one or other measure fopa@ate hedging is to a great extent
limited by the data availability. Indeed, this neatbf data availability is quite obvious
when we look at the limited number of studies usiata on non-US firms.

Secondly, we provide a review about the theoreficahdation for corporate risk
management. In essence, we identify four princgpguments, classified under two main
groups of theories. The first one predicts thatgiegl can increase firm value by reducing
the expected tax costs, the probability of finahdiatress and the agency costs of debt.
The second group is based on managerial utilityimization. In the third part of section
2.3, we present an overview of relevant empiricaflrelated with identified arguments.
In general, the empirical evidence concerning thical predictions is fairly mixed.
Overall, individual firms do not seem to hedge ey to reduce expected tax payments
or the costs of financial distress. There is alsgeoh empirical evidence concerning

managers’ use of derivative instruments to maxinthegr personal utility of wealth. The
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empirical studies, however, do seem to supporthgpothesis that firms hedge more if
they face agency costs of debt.

Thirdly, we review empirical studies that examiine trelationship between firm
value and corporate hedging. This matter buildsthen recent body of literature that
recognizes that corporate risk management mighinéeiective by failing to add firm
value or even counterproductive by destroying valdence, the central question is
whether hedging does, in fact, add value to tha.fiAgain, the empirical results are
misleading.

Finally, in the face of the inconclusive evidenaethe value premium associated
with hedging, Allayanniset al. (2012) suggest that if there is no proper contnodr
managers’ actions, they may be tempted to purskenmnanagement activities looking to
maximize their own objectives, thereby hurting riskanagement value. This idea
highlights that value through risk management cobkl conditional to corporate
governance structures. Despite the straightforwemsirof this prediction, the issue is
rarely addressed in the literature. So, it is cléet further research on the corporate
governance effect on hedging premium is needed.

In summary, the review showed that according toriglemanagement literature an
impressive amount of work has been done. Nevedbgie seems obvious that certain
issues remain controversial and without a cleatobotline. Several studies identified
endogeneity issues and the problem of hedgers’lasisfication as potential sources for
the accounted mixed results. So, it could be chgitey to address properly simultaneous
equation bias in empirical analyses. Furthermdres essential to identify appropriate
proxies for corporate hedging beyond the use ocanfomal derivatives. Finally, it is

important to expand empirical evidence to non-Ufdi
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CHAPTER 3

Sample selection and data issues

3.1Introduction

The sample to be selected will serve as the basihé testing of the hypotheses to
be drawn in the three empirical studies. Thereftweprevent duplication we start our
empirical analysis with the description of the sérgelection procedure, data collection,
and the definition of the input variables of the dals, specifically for the hedging
variable and the corporate governance indexes. d&tere we present and interpret the
descriptive statistics for all the variables.

The remainder of the chapter is organized intonsore sections. The next section
presents sample selection details. The data colieetnd variables’ definition will be
done in section 3.3. Section 3.4 presents a comapsale description of the hedging
variable and section 3.5 shows an exhaustive ge®eri with regard to the corporate
governance indexes. Then, in section 3.6 we presentescriptive statistics. Finally,

section 3.7 concludes the chapter.

3.2 Sample selection

For estimating the models proposed in chapterahb6, we use a sample restricted



to non-financial sector firm® These firms typically concentrate their efforts leedging
transactions, whereas firms belonging to the firngector include both hedging and
speculative transactions in their risk managemanivides. Accordingly, the initial
sample includes all non-financial sector firmsddton Euronext, specifically those
belonging to the following indexes on December 2007: Brussels all Shares (BAS)
Pricel® CAC all shared® Amsterdam Exchanges (A-DAM) all shafésand PSI
Generaf> We did not take into account multiple listings tye same firms. When
alternatives arise, we selected the Exchange’s manket where the firm is listed.

Our final sample is constructed by matching firrhatthave an annual report for
2007 in English, French or Portuguese publishedheir website, with firms that have
sufficient accounting data, for the same year, ainlgast 15 non-missing monthly stock
returns reported during the 2006-2008 period onlnfieancials databasé® In addition,
we only considered firms that have foreign saledl #ime necessary hedging and
governance data disclosed in their annual repdris @pproacheft us with 567 firms in
our final sample. Table 3.1 summarizes how the $arspe is reduced by succeeding

data requirements.

8 We excluded all the firms classified into the fio@l industry (code 8000), according the Industry
Classification Benchmark (ICB): bank institutionssurance companies, real estate companies, faanci
services, and equity/non-equity investment comganie

9 The BAS price index is a market capitalization gieed index that includes the Belgian stocks that a
listed on the Euronext Brussels market.

% The CAC all shares is a market capitalization Weid price index that comprises all stocks listed o
Euronext Paris with an annual velocity of more tb&f, irrespective of market capitalization.

? The A-DAM all shares index is a market capitali@atweighted price index and comprises all shares
listed on the Euronext Amsterdam market.

22 The PSI General index is a market capitalizatiegigited index that only includes shares issued by
companies that are listed on the Euronext Lisborketa

% This last selection requirement follows Bartramipln and Minton (2010) approach. For the period
1998-2002, that is 60 monthly stock returns, thesthors required that the sample firms have at as
non-missing monthly stock returns.
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Table 3.1:Sample selection

Selection criteria Sample size
Non-financial firms listed on Euronext belongingth@ BAS Price, CAC All Shares,
A-DAM All Shares, and PSI General indexes, exclgdinoss listings 684
Firms with annual reports in English, French, and®uese on their websites 626
Firms with the required stock returns and accogndiata on thénfinancialsdatabase 598
Firms with inside ownership data on tBlmombergdatabase 585
Firms with foreign sales, hedging, and governarata disclosed in their annual reports 567

Note. 2 At least 15 stock returns during the 2006-2008qeeend accounting data for 2007 are required toutate
several inputs from the regression model.

Firms are classified into industries accordinghe tCB classification codes in the
Infinancials database. This procedure results in firms’ digtidn across nine industries.

Table 3.2, Panel A and Panel B, show the countdyiaustry composition, respectively.

Table 3.2:Country and industry composition

Panel A. Country composition

Country Obs. % of sample
Belgium 75 13.3%
France 367 64.7%
The Netherlands 84 14.8%
Portugal 41 7.2%

Panel B. Industry composition

Industry ICB industry codes Obs. % of sample
Oil and gas 0001 12 2.1%
Basic materials 1000 36 6.3%
Industrials 2000 145 25.6%
Consumer goods 3000 89 15.7%
Health care 4000 42 7.4%
Consumer services 5000 101 17.8%
Telecommunications 6000 10 1.8%
Utilities 7000 14 2.5%
Technology 9000 118 20.8%
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We observe that French firms represent around 6b#%eosample and the largest
industry (Industrials) represents around 26% of slaenple. Despite the highlighted
distribution by countries, our sample shall be aered as a whole - our intention is not
to make comparative analysis between countries,irisiead to analyse the group of

Euronext non-financial firms.

3.3 Data collection

Infinancialsis the main source for the accounting and findnofarmation used in
the construction of the variables that proxy famB’ characteristics. An exception is
made for the information on foreign involvement. \W&e firms’ annual reports to collect
information about foreign involvement, industry eligification, and hedging and
governance practicés. Further, we collect data from different sourcessidies
Infinancialsdatabase and firms’ annual reports.

In the first empirical study and following Allayaisnand Ofek (2001), the data sets
use a firm’s monthly returns for the three yeans@inding 2007 (2006-2008). We use a
trade-weighted exchange risk index — the Euro &ffedindexX® — to proxy for the foreign
exchange risk factor. The proxy used to repredentrtterest rate risk factor is the three-
month Euro Interbank Offered Rate (Euribor). Bdike hominal effective exchange rate
and the three-month EURIBOR data were obtained fileenEuropean Central Bank. To

represent the commodity price risk factor, we comsthe Euronext Rogers International

24 Typically, foreign involvement, hedging, and gavemce data are disclosed, respectively, in the sagm
information, financial risks and risk managememgd aorporate governance sections of firms’ annual
reports. For those firms that do not disclose gwired information on those sections, the entiraritial
report is read to make sure that the informatiamoisdisclosed anywhere else.

% The trade-weighted Euro effective exchange raleXxr{EER) covers 22 currencies. In order of weighti
they are Great Britain, USA, Japan, Switzerlande&m, China, Hong Kong, Taiwan, Denmark, South
Korea, Poland, Singapore, Czech Republic, Russigkey, Hungary, Malaysia, India, Norway, Canada,
Thailand, and Brazil.
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Commodity Index (RICI) provided by Uhimann PricecBegties?® Finally, we collected
the MSCI Euro index provided by Morgan Stanley @pinternational Barra which is
used as a proxy for the equal-weighted returns etanklex®’

As for the second and third empirical studies, Wso abtained data on inside
ownership from th&loombergdatabase which provides the proportion of a firstiares
owned by directors and officers for each sampla.fiFurthermore, we collected ADR’s
information from the Bank of New York’s ADR dataka®fkelating to the country-specific
governance variables that are required to assessu@try-level governance index, we
used elements from the datasets described in Dyagikal. (2007), Djankowet al. (2008),
Dahlquist, Pinkowitz, Stulz and WilliamsdA003), Kaufmanret al. (2008), Berkowitzt
al. (2003) and, finally, La Portat al. (1998). A summary of data definition and souraes i

provided in Table 3.3. In addition, we list thedstwhere each variable will be used.

% The RICI represents the value of a basket of codities employed in the global economy, ranging from
agricultural and energy products to metals and raieeThe value of this commodity basket is trackid
future contracts on 35 different exchange-tradegsischl commaodities, quoted in four different cuicies
and listed on 11 exchanges in five countries.

2" The MSCI Euro index is a subset of the MSCI ParsHndex and includes the largest and most liquid
stocks from the ten European Union countries. Tanntries included in the index are: Austria, Belgju
Finland, France, Germany, Ireland, Italy, The Nd#rels, Portugal, and Spain.
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Table 3.3Definitions and sources of variables

Panel A. Firm-specific variables

Dependent variables Definition Empirical study?® Study 1 Study 2 Study 3
CP exposure Absolute value of CP exposure obtained from themaged augmented market modehllayannis and Weston X X X
(EXP_CBH (see section 4.4) that includes returns on the an@ rate index, changes on th@001) (adapted to the type

interest rate factor, and returns on the commadigx. of risk)
FX exposure Absolute value of FX exposure obtained from thénesied augmented market modehllayannis and Weston X X X
(EXP_FX (see section 4.4) that includes returns on the an@h rate index, changes on th€001)

interest rate factor, and returns on the commadigx.
Interest rate exposure Absolute value of interest rate exposure obtaineunfthe estimated augmentedartram (2002) X X X
(EXP_IR market model (see section 4.4) that includes rstun the exchange rate index,

changes on the interest rate factor, and returrieenommodity index.

Hedging HEDGE) Dummy=1 if a firm reports the use of either ertdr and/or internal hedgingJudge (2006) X X X
instruments for hedging purposes in its annual ntef@ootherwise. See section 3.4 for
the construction of the variable.

Tobin's Q L_Q) Natural logarithm of Tobin's Q. Tobin’s Q is conted as the ratio of market value t@elghitaret al. (2008); X
book value of assets. Market value of assets ispated as market value of equityHagelinet al. (2007);
plus book value of assets minus book value of gqQibtained fromnfinancials Lookman (2004)
Independent variables Definition Empirical study?® Study 1 Study 2 Study 3
American Depositary Dummy=1 if the firm is issuing American DepositdRgceipts; 0 otherwise. ObtainedBeineret al. (2006): Klapper X X
Receipts ADR) from the Bank of New York’s ADR database. and Love (2004)
Capital expenditures  Purchases of fixed assets divided by total as®dtained frominfinancials Lin and Smith (2008); Jin X X X
(CAPEX and Jorion (2006)
Cash flow CASH Operating income before interest, taxes and aégiens (EBITDA) minus the sum ofLin and Smith (2008) X

tax, interest expenses, common dividends, and meefedividends scaled by total
assets. Obtained fromfinancials
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Table 3.3 Definitions and sources of variablegcont)

Panel A. Firm-specific variables

Independent variables Definition Empirical study? Study 1 Study 2 Study 3
Firm-level corporate  An index that proxies for the firm-level quality gbvernance. The index ranges frorhel (2012) X X X
governance index 0 to 7, being 7 identified with a high quality of\ernance. See section 3.5.1 for the
(CG_INT) composition and construction of the index. Collddr®m firms’ annual reports.
Dividend yield DIV) Dummy=1 if the firm dividend yield is greater théhe median yield for the sample; Q\llayanniset al. (2012) X X X
otherwise. Obtained frommfinancials
High CP exposure Dummy=1 if the firm has an absolute CP expos&¢R_CB greater than the medianSimilar to Bartranet al. X X
(EXP_CP_DUN CP exposure for the sample; 0 otherwise. See se8tid for the construction of the(2009)
variable.
High FX exposure Dummy=1 if the firm has an absolute FX exposure PERX) greater than the mediarSimilar to Bartranet al. X X
(EXP_FX_DUN FX exposure for the sample; 0 otherwise. See se&i6 for the construction of the(2009)
variable.
High IR exposure Dummy=1 if the firm has an absolute IR exposlEXR IR greater than the medianSimilar to Bartranet al. X X
(EXP_IR_DUN IR exposure for the sample; O otherwise. See se@i6 for the construction of the(2009)
variable.
General high Exposure Dummy=1 if the firm has any of the FX, IR or CP expre variables equal to 1; GSimilar to Bartrarnet al X X
(EXP) otherwise. See section 3.6 for the constructiothefvariable. (2009)
Geographic Ratio of foreign sales to net sales. Obtained afidated frominfinancialsand firms’ Allayannis and Weston X
diversification £S) annual reports. (2001)
Firms’ use of Dummy=1 if a firm reports the use of either extéraad/or internal commodity Similar to Daviest al. X
commodity hedging  instruments for hedging purposes in its annualnteootherwise. (2006) and Judge (2006)
instruments
(HEDGE_CH
Firms’ use of foreign  Dummy=1 if a firm reports the use of either extérad/or internal foreign exchangeDavieset al.(2006) X
exchange hedging instruments for hedging purposes in its annualntePootherwise.
instruments
(HEDGE_FX
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Table 3.3 Definitions and sources of variablegcont)

Panel A. Firm-specific variables

Independent variables Definition Empirical study?® Study 1 Study 2 Study 3
Firms’ use of foreign Dummy=1 if a firm reports the use of either extéraad/or internal interest rateSimilar to Daviet al. X

exchange hedging instruments for hedging purposes in its annualntepaotherwise. (2006) and Judge (2006)

instruments

(HEDGE_IR

Four-digit ICB code  Dummy=1 if a firm’'s main industry is classified intone of the following eight Similar to Allayanniset al. X X X
dummies (ND) industries: 0001, 1000, 2000, 3000, 4000, 500006@8d 7000, according to the 4¢2012)

digit ICB classification; 0 otherwise. 4-digit IC8Bassification comprises nine non-
financial industries. Obtained fromfinancials

Industry diversification Dummy=1 if a firm has at least two business segmevith a different ICB 4-digit Allayanniset al.(2012) X
(INDDIV) subsector classification code; 0 otherwise. Obthfnem firms’ annual reports.
Insider ownership Number of shares held by officers and directorsiddid by common sharesBeineret al.(2006) X
(INS outstanding. Obtained froBloomberg
Financial leverage Ratio of long-term debt plus short-term debt toattobssets. Obtained fromBerkman and Bradbury X X X
(LEV) Infinancials (1996); Graham and Rogers

(2002)
Net foreign exchange Absolute value of the difference between the foactdf revenues and the costBartramet al. (2009); X
exposure NET_FX denominated in foreign currency. Assuming that lldoans use foreign assets forHagelinet al. (2007)

foreign production, we use assets denominatedraigo currency as a proxy for costs
denominated in foreign currency. Obtained and ctdleé frominfinancialsand firms’
annual reports.

Return on assetROA Operating income before interest and taxes (EBIdgled by total assets. Obtainedllayanniset al (2012) X
from Infinancials

Rate of return on the The rate of return on the Euronext Rogers Inteomati Commodity Index (RICI) in Similar to Bartram (2005) X
commodity price risk  montht. Obtained from Uhimann Price Securities.
factor R_CR)
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Table 3.3 Definitions and sources of variablegcont)

Panel A. Firm-specific variables

Independent variables Definition Empirical study? Study 1 Study 2 Study 3

Rate of return on the The rate of return on the Euro Effective Index iontht. Obtained from EuropeanClark and Mefteh (2010) X
foreign exchange risk Central Bank.
factor R_FX)

Rate of return on the The rate of change on the three-month Euro Intdriidfiered rate (EURIBOR) in Bali et al. (2007) X
interest rate risk factor montht. Obtained from European Central Bank.
(R_IR)
Rate of return on the The rate of return on the Euronext MSCI Euro Indexmontht. Obtained from Clark and Mefteh (2010) X
market index Morgan Stanley Capital International Barra.
(R_MSC)
Firm total assets|ZB Natural logarithm of total assets. Obtained fiofinancials Allayanniset al. (2012) X X X
Tax losses carry Net operating losses carry forward divided by tatdets. Obtained fromfinancials  Davieset al. (2006); Gay X X X
forward (TAX) and Nam (1998); Géczy
et al (1997)

Revenues from Ratio of total inventory to total sales. Obtaineahf Infinancials Bali et al. (2007) X
commodity operations
(TI_TS

Panel B. Country-specific variables
Independent variables Definition Empirical study?® Study 1 Study 2 Study 3
Country-level Country-level governance index derived from a pggatcomponent analysis (PCA) X X
governance index where the first component accounts for 80.3% oftthial variance. It is calculated as
(CG_EXT) the equally weighted averages of the country-gewera attributes with factor

loadings in excess of 0.40 in absolute terms agid/en by (see section 3.5.2):
CG_EXT=0.722 x CR_R + 0.653 x LEG.
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Table 3.3 Definitions and sources of variablegcont)

Panel B. Country-specific variables

Independent variables Definition Empirical study?® Study 1 Study 2 Study 3
Creditor rights CR_R  Aggregate index of creditor rights protection lwitalues from 0 (low) to 4 (high). Allayanniset al.(2012); X X
Obtained from Djankowet al. (2007). Bartramet al. (2009);

La Portaet al. (2002)

Rule of law LAW) Index of rule of law. Obtained from Kaufmaahal. (2008). Bartranet al. (2009); X X
Durnev and kim (2005)

Legality LEG) Index of effective legal institutions derived fnoa PCA where the first componengllayanniset al. (2012); X X
accounts for 84.6% of the total variance and igily: Legality = 0.381x Efficiency Bartramet al. (2009)
of judiciary + 0.578 x rule of law + 0.503 x abseraf corruption + 0.347 x risk of
expropriation + 0.384 x risk of contract repudiati@btained from Berkowitet al.
(2003) and La Portat al. (1998).

Country ownership Measure of ownership concentration calculated asfrifiction of the country shareBartramet al. (2009) X X
concentration@QWN  that are closely held; closely-held shares arenddfias those held by controlling

shareholders (shareholders that hold more than Bftnts’ shares). Obtained from

Dahlquistet al. (2003).

Shareholder rights Aggregate index of shareholder rights protectiothwialues from 0 (low) to 6 (high). Allayanniset al (2012); X X
(SH_R Obtained from Djankowet al. (2008). Bartramet al. (2009);
La Portaet al. (2002)

Note. The table provides the definitions and sourcegHerfirm-specific (Panel A) and country-specifi@(fel B) dependent and independent variables armhlgsady 1, study 2, and study 3
provide the information of the empirical study wheach variable will be used.

& The third column contains a few examples of eropirstudies that have used the same specificatiogaich one of the described variables.
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The next sections of this chapter will provide daded overview of the main
variables carried out in testing our hypothesefsti{& hedging variable, (2) the firm-level
corporate governance index, and (3) a country-lgeslernance index to be used as a

potential instrument to estimate the stage of guwece quality in firms.

3.4Measure of corporate risk management

Recent empirical studies have employed qualitatined quantitative proxies of
hedging practices based on firms’ disclosures omalnreports. However, data collected
from this source is often incomplete and differsagly from firm to firm, even though the
quality of disclosure has improved with the adoptiof International Accounting
Standards (IASpamely IAS 32 and IAS 39 in January, 2005. Althowghwould prefer
to use a continuous measure of hedging instrumesstge, only a small fraction of our
sample firms disclose information concerning theasitions and their level, namely
notional amounts. We therefore fall back on thegatical variables commonly used in
prior studies to proxy for the non-use/use of hedgnstrumentsHEDGE).

Following Judge (2006), we search annual repomtgjt@litative disclosures about
hedging practices and classify firms as hedgersthéir annual report specifically
mentions the use of internal and/or external heglgnstruments. Firms that reveal the
existence of natural hedg®foreign currency borrowing, domestic currency iicirg,
netting agreements and asset/liability managenvamth is termed as matching/netting,
contract interest limitation clauses, pricing agneats, and contract pass-through clauses,
are all considered within the scope of internatrimeent users. On the other hand, a firm

is classified as an external hedger if it disclabesuse of any of the following derivative

2 \When firms do not explicitly reveal the existerdea natural hedge, but describe the existencereidn
sales and simultaneously the existence of foresgeta, we still categorize them as “natural hedgest.
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instruments for hedging purposes: forwards, futui@svards or optioné’ In fact, all the
firms in our sample reveal the use of derivativaashiedging purposes.
Table 3.4 provides summary statistics for Eurorigxis’ hedging practices. Panel

A shows that across the entire sample of 567 fiB0%p of firms disclose the use of some
type of hedging instruments. Similarly, Judge (208&ports a usage ratio of 77.9%.
Furthermore, it shows that the general usage ddrnat hedging instruments and
derivatives are comparable, 62% and 65%, respégtiVee internal and external hedging
practices most frequently used are matching/nettamgl swaps, 53% and 49%,

respectively.

Table 3.4 Summary statistics of hedging by category of riskristrument

Panel A. All hedging instruments

Internal Derivatives
Country Hedgers All '\//lnag;mgg Others All Forwards Futures Swaps Options
Belgium 81l% 49% 36% 20% 73% 56% 9% 51% 37%
France 80% 64% 56% 23% 64% 41% 4% 47% 36%
The Netherlands 92% 82% 69% 45% 69% 61% 12% 54% 18%
Portugal 63% 34% 22% 17% 54% 22% 10% 46% 32%
All firms 80% 62% 53% 25% 65% 45% 7% 49% 33%

Panel B. Exchange rate instruments

Internal Derivatives
Country Hedgers All '\/Anzgﬁmgg Others® All Forwards Futures Swaps Options
Belgium 73% 45%  36% 13% 63% 56% 3% 15% 20%
France 71% 62% 56% 19% 46% 41% 1% 13% 19%
The Netherlands 88% 81% 69% 42% 63% 58% 2% 18% 11%
Portugal 46% 32% 22% 12% 24% 20% 0% 10% 10%
All firms 72% 60% 53% 21% 49% 44% 1% 14% 17%

29 Options include caps, floors, collars and swapstion
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Table 3.4 Summary statistics of hedging by category of riskristrument (cont.)

Panel C. Interest rate instruments

Internal Derivatives
Country Hedgers All '\//Inzg;mgg Others® All Forwards Futures Swaps Options
Belgium 53% 1% 0% 0% 53% 0% 3% 49% 25%
France 51% 3% 1% 1% 50% 1% 1% 45% 24%
The Netherlands 56% 6% 0% 0% 52% 5% 0% 49% 5%
Portugal 54% 0% 0% 0% 54% 0% 0% 46% 27%
All firms 52% 3% 1% 1% 51% 1% 1% 46% 22%

Panel D. Commodity price instruments

Internal Derivatives
Country Hedgers All hfnagﬁrr:gg Others® All Forwards Futures Swaps Options
Belgium 15% 7% 0% 7% 9% 0% 8% 3% 3%
France 12% 5% 0% 5% 8% 4% 2% 3% 5%
The Netherlands 20% 11% 0% 10% 14% 6% 10% 5% 6%
Portugal 17% 5% 0% 5% 15% 5% 10% 5% 5%
All firms 14% 6% 0% 6% 10% 4% 5% 4% 5%

Note. This table shows summary statistics of hedgingrumsents’ usage by country and by category of risk
instrument. The second column provides the pergentd total firms that use hedging instruments.titer it is
presented the percentage of firms using internal external hedging instruments in general and byiqodar
instrument (Panel A). The usage of hedging instnimés also provided by type of risk. Panel B presamatistics
about exchange rate instruments; Panel C presdetgsh rate instrument statistics; and Panel D codity price
instrument statistics. The information about hedgimactices is hand-collected from the firms’ arimaports.

&Statistics for matching/netting includes naturaddes asset/liability management, and netting agee¢ésndepending
the category of risk In Panel Bstatistics for others include foreign currency delnmestic currency invoicing, and
contract exchange rate pass-through claiddasPanel C, statistics for others is limited to traot interest limitation

clauses®In Panel D, statistics for others includes botleipg agreements and pass-through clauses in sal&scts.

Despite these remarkable general usage ratesxémeireation of hedging practices
according to the category of risk hedged reveatmqunced differences between them.
The most common is the use of exchange rate hedgstgiments (72%), followed by
interest rate instruments (52%). Yet, only 14%ha# tirms in the sample use commodity
hedging instruments, which may be consistent wahfam’s (2005) view that only a few
corporate cash flows are affected by commodityepeizanges.

Although the general usage rates for internal atidreal instruments do not vary

considerably, several differences are identifiegémitve break down the usage by type of

101



underlying risk and particular types of instrumen@early, some patterns emerge.
Internal instruments (used by 60% of firms) arertiest used for managing exchange rate
risk, whereas external instruments (used by 51%rmf) are the instruments of choice
for interest rate risk. In managing commodity pricgX, the distribution across internal
and external instruments is more even.

Examining derivatives’ usage by type of particufestruments also reveals distinct
patterns. As one would expect, for exchange ratederivatives, forwards (used by 44%
of firms) are the most commonly used instrumentilevfor managing interest rate risk,
swaps (used by 46% of firms) are the most frequesttument. Instead, firms’ usage of
different types of commodity price derivatives @svland round about the same rate for
each type of instrument: 4% of firms use forwafs, use futures, 4% use swaps and 5%
use options. These results are in line with thesaidartranmet al. (2009) and Bartrarat
al. (2011).

The use of hedging instruments does not vary saamfly across countries. In

general, The Netherlands has the highest usagé#e and Portugal the lowest (63%).

3.5Corporate governance indexes

3.5.1Firm-level corporate governance index

The four countries of our sample, likewise otherdpgan Union countries, have
initiated self-regulation efforts to improve corpte governance practices. These self-
regulation initiatives are mainly characterized vmjuntary compliance, and monitoring
without enforcement (Jong, DeJong, Mertens, & WasR005). Nonetheless, these
initiatives are in line with the standard of ther&uean Commission. Clearly, this
adherence to a single standard facilitates theectodin from firms’ annual reports of

detailed firm-level internal governance information
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Thus, in line with Lel (2012), we make use of amfilevel index CG_INT)
comprising seven widely used governance controlhaisms hand-collected from the
firms’ annual reports and ranging from 0 (weak goaece) to 7 (strong governance).
The index was built taking into account two dimensi considered important by the
literature in accessing corporate governance qualit) ownership structure, namely
ownership concentration and the identity of theanahareholders, and (2) board matters.
Each feature must refer to a governance elemenigheot legally required. Lel's firm-
level governance index follows Gompesal.’s (2003) index-based methodolodfybut
whereas a higher G-index is associated with a wegdieernance structure, a higher score
of Lel's index is expected to represent a higheselleof monitoring of managerial
activities, which is associated with a higher goagrce structure.

The construction of Lel's firm-level governance é@xdCG_INT) is straightforward:
first, each of the seven governance attributesalyais is assigned the value of 1 if it is
applied, and zero otherwise. So, one point is addedach attribute that is assigned the
value of 1, which is interpreted as an active mbyemanagement to improve a firm’s
corporate governance structures. Second, a simpte ever the seven attributes is
computed. With regards to board matters, a firrmgane additional point if the roles of
the chief executive officer (CEO) and the chairnaaa separated. This is in line with
Yermack (1996), who finds that firms are more hyglaalued when the CEO and the
chairman positions are separated. Related to thee®hip concentration dimension, the
firm gets one point if there is no divergermmween the cash flow and voting rights of the

largest managerial shareholder (La Peital, 2002), and, according to Doidge (2004), if

30 A firm’s score is based on the number of share#mofifhts’ decreasing provisions a firm has. Thaein
ranges from a feasible low of 0 to a high of 24 anbigh G-Score is associated with weak shareholder
rights (see Table 2.10, section 2.5.1.4).
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there are no stocks with differential voting rigfits®* The confirmation of these last
requirements can be interpreted as the nonexisteintmitations to shareholder rights.
The next stage establishes the type of entityithiat control of each of our sample firms,
for the reason that ownership concentration maysaéitce as an indicator of the degree
of governance, while the identity of owners mayypdamore crucial role. A firm earns
one additional point if at least one non-managgfiéitton, 2002) and non-institutional
large sharehold&t exists (Shleifer & Vishny, 1997), if an institutial large shareholder
(e.g., Cremers & Nair, 2005; Han & Suk, 1998) exidst there is no family large
shareholder (Facciet al, 2001; Thomsen & Pedersen, 2000; Yermack, 1¥9éjd,
finally, if there is any ownership by the stateg(eBoardman and Vining, 1989; Thomsen

& Pedersen, 2000).

31 We identify all shareholders (blockholders) whdchmore than 10% of the firm’s outstanding shares
(Lins, 2003). Frequently the major shareholders @porate entities, so we try to identify the majo
shareholders to those entities. Further, to determihich blockholders are held by individuals ires
with management, we compare the list of officerd dimectors of each firm with the list of the idified
blockholders. If the name of an officer or directoatches the name of an owner, this shareholder is
classified as the largest managerial shareholdétqiv] 2002). This name matching procedure is neg¢ f
from bias, because in some cases the true owrgepafticular block could be difficult to identify.

Officially reported shareholdings often leave du extent of voting rights, so we capture the exis¢ of
cash flow/voting rights’ divergence through the lgsiz of the deviations from the one-share-one-vote
principle. Namely, we check the existence of duat€ share structures, voting and ownership csailing
priority shares, preferred shares, depositary fa=tés, and double voting shares (which is limitedhe
French case). In fact, the deviations from the sim@re-one-vote principle create a wedge betweandial
interest and voting power, which induces a shadsrdo pursue self-serving actions at the expehieno
value. As outlined before in section 2.5.1.1 theaidinderlying cash flow/voting rights divergencethat it
increases the incentive for expropriation (Shleftevishny, 1997).

%2 Doidge (2004) suggests that the measurement wdtprbenefits of control is only possible when firm
have dual-class share structures. Moreover, heestgghat when voting power is more concentratesl, t
private benefits of controls are more preeminent.

% 1n line with Murphy and Van Nuys (1994), we defiar institutional shareholder as a portfolio mamage
who is managing capital on behalf of others. Wesater banks or bank-owned investment companies,
insurance companies, pension funds, and mutuakfufrdm the perspective of Shleifer and Vishny {99
the presence of an active blockholder may or malty b beneficial. On the one hand, the outside
blockholder can use his/her influence to increaseisty benefits. On the other hand, he/she mapshdo
collude with management to share corporate priladeefits, thereby becominde facto an inside
blockholder.

3 Similarly to Smith and Amoako-Adu (1999), we cifgs firm as a “family firm” if a person or a grpu
related by family ties holds the largest block lodies and at least 10% of the outstanding shares.
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As stated before our index ranges from 0 to 7. Veesdied firms with firm-level
governance in the first quartile, which ranges florno 2, as weak governed and firms in
the top quartile, which ranges from 5 to 7, asrgjrgoverned. The distribution of our
sample firms across firm-level governance categoaie as follows: the majority of the
firms of our sample (24.5%) have a score of 4, fil@ids (33%) of our sample firms are
classified as weak governed, and 154 firms (27 &%Xxlassified as strong governed.

In general, it is implicit that strongly governeunnis are more likely to pursue
value-maximizing decisions. Consequently, betteregoed firms are more likely to use

hedging instruments in a way consistent with tHeesnaximizing theories of hedging.

3.5.2 Country-level corporate governance index

La Portaet al. (1998) refer to the degree of a country’s lawstguting investor
rights and the degree to which those laws are eafbas fundamental determinants of the
ways in which corporate governance progressesandbuntry. Within this context, and
in the spirit of Allayanniset al. (2012) and Bartramt al. (2009), we use five variables to
capture the influence from country-level governaocdirms’ governance quality: (1) the
index of effective legal institutions, and (2) timelex of rule of law, that measures both
the legal environment and the law enforcementf{8)aggregate index of creditor rights’
protection as a measure for creditor rights; (4) dggregate index of shareholder rights’
protection as a measure for shareholder rights,(8hdountry ownership concentration.
In Table 3.3 we reported the definitions and saogifoe the data.

Given that the average correlation between some phithe country-level

governance proxies is generally hitmulticollinearity problems could arise. Therefore,

% Analysing some of the larger correlations, we olmsehat countries where the legal system is more
efficient also have efficiency on contract enforesin(r = 0.984), countries that afford creditoign#ficant
rights also have more efficiency on contract erdarent (r = 0.739), countries that afford creditors
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following Ammann, Oesch and Schmid (2010), we ugalagatory principal component
analysis (PCA) in order to capture the commonaliiie the five country-governance
measures and aggregate them into one representasiiable — a country-level
governance indexdG_EXT). We retain the factors that have an eigenvaleatgr than
unity. We define our country-level governance ind®G_EXT) as the first principal
component of the PCA, which retains 80.3% of thalteariance within the original data.
In order to interpret the factor, we analyse whrehiables have a substantive association
with the factor. To be exact, we associate theofauwtith those variables that have a
loading that exceeds 0.4 in absolute value (sedeTalb). Using this approach the
variables index of rule of lawLAW), the aggregate index of shareholder rights’ mtita
(SH_R, and country ownership concentratio®WN do not load in the retained
governance factor. This suggests that these tlaeables are not relevant to the structure
of country-level governance. Moreover, we analyse teliability of the index using
Cronbach’s alpha. The coefficient of reliability about 0.80, which indicates that our
country-level governance index has internal coanist reliability. According to Sekaran
(2003: 307) as long as the Cronbach’s alpha measatsove 0.70, it can be said that the

instrument has internal consistency reliability.

Table 3.5:Country-level governance index based on exploratgrprincipal component analysis

Panel A. Factor loadings for the principal componets

Variables PC1 PC2 PC3 PC4 PC5
CR_R 0.722 -0.556 0.350 -0.047 0.210
LAW 0.125 0.098 -0.229 -0.960 0.000
LEG 0.653 0.715 -0.129 0.189 -0.094
OWN 0.002 0.009 0.508 -0120 -0.853
SH_R -0.190 0.411 0.742 -0.160 0.468

significant rights have a higher legal quality (0:655), and countries with strong creditors prideclaws,
inversely have weak shareholders protection laws-(.888).
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Table 3.5 Country-level governance index based on exploratorgrincipal component analysis(cont.)

Panel B. Eigenvalues and variance explained

PC1 PC2 PC3 PC4 PC5
Eigenvalue 2.194 0.534 0.005 0.000 0.000
Variance explained 0.803 0.195 0.002 0.000 0.000
Variance explained (cumulative) 0.803 0.998 1.000 1.000 1.000

Note. Panel A reports the factor loadings of the fivaroy-level governance proxies included in PCA. thirare
retain the factors with an eigenvalue greater tinaity. Then, we follow Ammanet al. (2010) and calculate the
equally weighted averages of the country-governaitrédoutes with factor loadings in excess of hdabsolute
value. Figures in bold exhibit factor loadings ixcess of 0.40 in absolute terms. CR_R = Aggregatexide
creditor rights’ protection collected from Djanket al. (2007); LAW = index of rule of law from Kaufmaret al.
(2008); LEG = index of effective legal institutiofrem Berkowitzet al. (2003) and La Portet al. (1998); OWN =
country ownership concentration collected from [Qaldt et al. (2003); SH_R = Aggregate index of shareholder
rights’ protection from Djankoet al.(2008).

Our country-level governance inde&_EXT) could be interpreted on the basis of
the level of creditor rights’ protection and on tbhasis of legal quality. It seems
reasonably to suppose that a country with weakitoredrotection laws and weak legal
guality possibly will have implicit a poor goverr@nenvironment at the firm level. This
is in line with La Portaet al!s (2002) findings, which recognize that in couesriwith
weak laws the degree of flexibility a firm has féeat their own governance is likely to be
small. As they stated, in these countries contrglishareholders have the power to
expropriate minority shareholders, as well as ¢oesli within the constraints imposed by
the law.

On the other hand, Klapper and Love (2004) sugtiegtfirms in countries with
weak laws would be prone to adopt better firm-ley@lernance to compensate for the
limitations in their country’s laws and their endement, thereby signalling their

intentions to offer great investor rights.

3.6 Descriptive statistics

Table 3.6 reports the descriptive statistics of vheables that proxy for firms’

characteristics and firms’ hedging and governatgtsires. In Panel A we present the
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descriptive statistics concerning the continuousasées and in Panel B the descriptive
statistics inherent to the dichotomous variablese®al aspects of the descriptive statistics
are worth noting. In Panel A we report information the empirical distribution of
CG_INTandCG_EXT The means (medians) &G _INT andCG_EXTare 3.415 (4.0)
and 13.601 (12.852), respectively. A comparisothefstatistics obtained for o@G_INT
with the ones obtained by Lel (2012), who usesnapda of firms from 34 countries cross-
listed in the US, confirms that average valuessamglar. In addition, we conclude that
there are substantial differences in our firm-levebrporate governance index
(std.dev. = 1.602), which suggest that our govereanroxies are chosen and constructed
in a way that leads to sufficient variance in thiess-section. Inversely, the empirical
distribution of our country-level governance indegveals low variation between
countries. This result is expected and can be @equdaby the fact that all the four

countries on our sample are included in the Contaldeuropean Governance Model.

Table 3.6:Sample summary statistics

Panel A. Summary statistics of continuous variables

Variables Mean Median Std. dev. Minimum Maximum
CAPEX 0.056 0.040 0.063 -0.063 0.741
CASH 0.078 0.075 0.113 -1.002 0.646
CG_EXT 13.601 12.852 1.410 11.954 16.386
CG_INT 3.415 4.000 1.602 0.000 7.000
FS 0.259 0.200 0.255 0.000 1.000
INS 0.088 0.001 0.173 0.000 0.844
LEV 0.243 0.214 0.281 0.000 5.213
NET_FX 0.166 0.042 0.223 0.000 1.000
Q 1.653 1.356 1.102 0.702 14.577
LQ 0.395 0.304 0.412 -0.354 2.679
ROA 0.063 0.068 0.109 -0.534 0.787
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Table 3.6:Sample summary statistic{cont.)

Panel A. Summary statistics of continuous variables

Variables Mean Median Std. dev. Minimum Maximum
SIZE_V (in millions) 3329 64.612 13 707 0.007 150
SIZE 17.460 17.984 3.778 8.790 25.950
TAX 0.016 0.000 0.062 0.000 0.534
TI_TS 0.135 0.085 0.232 0.000 2.694

Panel B. Summary statistics of dichotomous variabte

Variables Mean® Median Std. dev” Minimum Maximum
ADR 0.213 0.000 0.000 1.000
DIV 0.499 0.000 0.000 1.000
EXP 0.760 1.000 0.000 1.000
HEDGE 0.804 1.000 - 0.000 1.000
HEDGE_CP 0.138 0.000 0.000 1.000
HEDGE_FX 0.719 1.000 0.000 1.000
HEDGE_IR 0.520 1.000 0.000 1.000
INDDIV 0.444 0.000 0.000 1.000

Note. The statistics reported are obtained by using samypstatistics procedure in Gretl (version 1.9\3riables are
as follows: ADR is a dummy which is assigned a vabfiel if a firm is issuing American Depository Reuisi
CAPEX is the ratio of capital expenditures to t@séets; CASH is the ratio of EBITDA minus the surteaf interest
expenses, and common dividend to total assets; CG_i&4 country-level governance index which is categ as
the common factor derived from a PCA of five measwriecountry-level governance mechanisms; CG_INA fism-
level internal governance index comprising sevemegmance mechanisms that take into account tworgewee
dimensions: (1) board matters and (2) ownershigsire; DIV is a dummy which is assigned a valué dfthe firm
dividend yield is greater than the median yield tfoee sample; EXP is a dummy which is assigned aevaf 1 if the
firm has either FX, IR or CP exposure above the aredkposure for the sample; FS is the ratio ofigoreales to net
sales; HEDGE is a dummy which is assigned a vafueif a firm reports the use of either extéraad/or internal
hedging instruments; HEDGE_CP is a dummy whicls@gmed a value of 1 if a firm reports the useitbfee external
and/or internal CP hedging instruments; HEDGE_FX¥ dummy which is assigned a value of 1 if a fieparts the
use of either external and/or internal FX hedgimgruments; HEDGE_IR is a dummy which is assignedlae of 1
if a firm reports the use of either external andfdgernal IR hedging instruments; INDDIV is a dumm#ich is
assigned a value of 1 if a firm has at least twsirrss segments with a different ICB 4-digit subseciassification
code; INS is the number of shares held by offieerd directors divided by common shares outstandi&y is the
ratio of total debt to total assets; NET_FX is dbtovalue of the difference between the percentdgales that are
foreign and the percentage of assets that aregfgr€) is the ratio Tobin’s Q computed as the rafimarket value to
book value of assets, and market value of assetmiputed as market value of equity plus book valugssets minus
book value of equity; L_Q is the natural logaritlfiTobin’s Q; ROA is the ratio of EBIT by total asseSIZE_V is
the value of total of assets; SIZE is the natwghtithm of total assets; TAX is the net operatogses to total assets,
and TI_TS is the ratio of total inventory to tosales.

&The computing of dummy variables means give usrtfoemation about the percentage of firms thatassigned the
value of 1° The computing of dummy variables standard devidgaronsidered inappropriate.

To capture the firms’ investment spending set, vee whe ratio of capital

expenditures to total asset€APEX to measure the level of investment. The mean
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(median) ofCAPEXis 5.6% (4.0%), respectively. In this measurertigglian is somewhat
smaller than the mean, indicating that there araestirms in our sample with a high
value of CAPEX thus significantly influencing the mean. The ags insider fraction of
outstanding sharesNS) is 8.8%. Likewise the median is much smaller ¥0).1than the
mean, which denotes the presence of at least oskHulder that is over 84%.

On average, about 24.3% of firms’ total assetsfiaeced by debt. This leverage
ratio (LEV) is very similar to the ones of Lel (2012) and @get al. (1997) — 27.4% and
28%, respectively. Not far from Beinet al’s (2006) results that analysed 109 non-
financial Swiss firms, around 21.3% of our sampten$ issued American Depository
Receipts ADR).

On average, 76% of the sample firms are exposesbitwe kind of financial risk
(EXP), which is,a priori, consistent with the higher general level of haggnstruments’
usage reported earlier (80% of the firms discldse tise of some type of hedging
instruments. See Table 3.4, section 3.4). Withpgheose of separating out firms with
high exposure from those with low exposure, wergethe variable general high exposure
as a dummy which is assigned a value of 1 if a #xperiences any of the following
exposures: foreign exchange, interest rate and aahtynprice exposure, and zero the
otherwise situation. This is in line with Bartraet al. (2009). In advance we have
classified the firms as being exposed to foreigoharge, interest rate, and commodity
price exposure. This is accomplished throughoutaagmented market model that
includes returns on the exchange rate index, clsamig¢he interest rate factor, and returns
on the commodity index, estimated in chapter 4ti@ea.4.1. Then we take into account
the absolute value of each exposure and define duwemables that identify high
exchange rate exposure for firms with absolute sxpo above the inherent sample

median exposure, and the same for high interestarad high commodity price exposure.
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Finally, we create a “general high exposure” dumrasiable that is equal to 1 if any of
the FX, IR or CP exposure dummy variables is etual

In the third empirical study we use Tobin’s Q)(as a proxy for firm value (e.qg.,
Allayannis & Weston, 2001; Allayannet al, 2012; Beineet al, 2006; Belghitaet al,
2008; Carteet al., 2006; Jin & Jorion, 2006; Klapper & Love, 20040kman 2004). We
define Tobin’s Q as the ratio of market value tolwoalue of assets, and market value of
assets is computed as the market value of equity Ipbok value of assets minus book
value of equity (e.g., Belghitaet al, 2008; Klapper & Love, 2004; Lookman 2004). In
this specification of Tobin’s Q the numerator apqnuates the market value of assets and
the denominator the replacement costs of asse¢smimimum value of Tobin’s Q (0.702)
reveals that, on average, some firms have lowekeharlue than book values of assets.
The distribution of Tobin’'s Q is skewed, since tinean value (1.653) is higher than
median value (1.356). Following Hagelet al. (2007) and others, we use the natural
logarithm of Tobin’s Q I{_Q) to correct for the skewness. Moreover, usingrihtural
logarithm has the benefit that variations in thlugaof the variable can be interpreted as
percentage changes in firm value.

We observe that the average value of the sizeblar@IZE_V is 3 329 millions
with a standard deviation of 13 707 millions. Thius firms are mostly large-sized. Again,
we use the natural logarithm of total asse®$ZF to reduce the skewness of the
distribution (e.g., Allayannis & Weston, 2001; Gauet al, 2006).

In addition, Table 3.6 exhibits several other iagting statistics, which we briefly
summarize: i) on average, 49.9% of the firms havielend yield above the median yield
for the sample@IV); ii) the standard value of tax losses carry faow@l AX) is about
1.6%; iii) the mean value of return on ass®©A is 6.3%; iv) on average, the net

foreign exchange exposurdET_FX is 16.6%; v) on average, the foreign saleS) @are
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25.9%, which proxies for geographic diversificatiand, finally, vi) firms’ inventory

(TL_TS represents 13.5% of total sales. In unreportsdli® we observed that 325 firms
(57.3% of the full sample) have reported net fameigxchange exposure, which is
somewhat close to the percentage of firms thatusency hedging instruments (72% of
the full sample). This difference could be expldig the fact that firms with no foreign
currency exposure through foreign sales might fageency risk through other channels
such as import competition. Unfortunately, we canaccess this type of information.
Finally, 418 firms (73.7% of the full sample) hafereign sales reported, which quite

similar to the percentage of firms that use curydrexdging instruments.

3.7Conclusion

In this chapter we began by examining the samplecsen procedure. Then we
follow with the description of data collection atfte definition of all the variables that
will be useful in the three empirical studies. Wap@ached exhaustively some of the
main features of our hedging measure and desdrdbéddging behaviour of the firms in
our sample.

To provide insights into the inter-firm variation§ governance performance within
our sample, this chapter also discusses the catistnuof the firm-level corporate
governance. Our index put together in only one mmeasseven internal corporate
governance attributes. These attributes are see&imgscribe two main categories that
are considered key drivers of governance perforetaflg board characteristics and (2)
ownership structure. Moreover, based on five cqualiaracteristics that are intending to
represent the extent of legal protection of investave construct a country-level

governance index which is derived from a principaimponent analysis. This country
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governance index will be useful to analyse if inteuntry governance differences have an
effect on the performance of firm-level governance.
Lastly, we present and interpret the descriptieistics of all the variables under

consideration. In the subsequent chapters we vatiged with the three empirical studies.
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CHAPTER 4

Firm financial price exposures and the use of risknanagement

instruments

4 .1 Introduction

As outlined in chapter 2, section 2.3.1 and 2.Byhothetically, the use of risk
management would provide a number of benefits ahds been suggested that users will
improve their performance and lower risk relatisenbn-users. However, with the widely
publicized corporate failures (Procter & Gamble,tdlgesellschaft, Parmalat, Société
Générale, among othéfs a perception does exist that the use of risk mament
instruments, namely derivatives, is highly riskydaihey are sometimes regarded as a
speculative tool.

Indeed, hedging, by definition, will seek to redtice level of risk to which a firm is
exposed. On the other hand, when derivatives agd ts take advantage of perceived
market imperfections, they will increase risk. Raiag risk management-based studies
start their empirical tests with the implicit asqutran that firms use derivatives solely for
the purpose of hedging. However, if firms are neihg derivatives to hedge the existing
exposures, hedging cannot be taken as a value-enfyastrategy, which implies also the
misinterpretation of the empirical tests. So, befandertaking any risk management

empirical testing the researcher must guaranteprtbpger use of risk management tools.

% See, McCarthy (2000) for a summary of some ofafmsporate failures.



There is substantial literature concerning nonffaial firms that suggest that
changes in financial prices (foreign exchange iaterest rate, and commodity price risk)
affect firm value (e.g., Bartram, 2002; Hagelin &mborg, 2004; He & Ng, 1998;
Jorion, 1990; Tufano, 1998). Furthermore, it isammon belief that financial price
exposures are created via firms’ operating profimsd are reduced through the
implementation of financial hedging strategies {(B#lal, 2007).

The purpose of this study is to analyse whethéd nm@nagement practices are
associated with lower levels of risk. To this ew&, use monthly returns of 567 European
firms traded on Euronext during the period 2006&0We start with the standard
approach used since Jorion (1990). Therefore, wesider a two stage procedure to
investigate, firstly, the relationship between fikalue and exchange rate, interest rate,
and commodity price risks, all together; and afsedg, the effect of hedging activities
and firms’ operating profiles on financial pricepesures estimated in the first stage.
Nevertheless, we do not discard the fact that #dgimg decision may be correlated with
some unknown factors that are also correlated thighmagnitude of a firm’s exposure to
risks. Thus, in order to establish causality froedding decisions to financial risk
exposure, we need to deal with a potential endatyepeoblem. To clearly investigate
this point, we proceed with a two-step treatmefaatfmodel.

Our study differs in several ways from previousdsts on financial price exposures
and hedging matters. Firstly, we use a full hedgiagable by category of risk, that is to
say, while previous studies frequently employ dsnxes’ use as a proxy of hedging
activities, we use a dummy variable that accoummsilsaneously for the use/non-use of
internal and external hedging instruments. Secqndbg simultaneously test the
relationship between firms’ equity returns and eaftthe financial price risks (exchange

rate, interest rate, and commodity price). To aunvidedge, our study is one of the few
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studies that explicitly incorporates the wide rargjefinancial risks used in Jorion’s
augmented market model. Thirdly, our contributienalso methodological in nature.
Specifically, we contribute to the existing expasbased literature by explicitly
addressing the endogeneity of a firm’s hedgingsiej which is accomplished by means
of a treatment effect methodology. Finally, in eests we make use of a broader sample
of European non-financial firms across all indestriThis is motivated by the fact that
there are few studies published using data fromti@emtal Europe concerning hedging
matters, namely with data based on the Interndtidoeounting Standards 32 and 39 that
require detailed reporting on derivatives.

The remainder of the chapter is organized into fawther sections. The next
section presents empirical evidence related to fil@ncial price exposures, namely
foreign exchange rate, interest rate and commaulitye exposures, and explores the
determinants of these exposures. The research wWarke which includes the
development of the hypotheses and the definitioh@fstatistical modelling, take place in
section 4.3. Section 4.4 includes the empiricallltesand provides its discussion. Finally,

section 4.5 summarizes and concludes the chapter.

4.2 Empirical evidence on financial price exposures afion-financial firms

Since firm value is represented by the presentevalufuture cash flows, a firm’s
financial price exposure can be estimated focusimghe effects that the financial risk
factor movements have on these cash flows (Mulléfegschoor, 2006). Initial research
in this area focussed on stock returns to providpiecal measures of corporate exposure
to financial risks. Most of this research has bdewoted to exchange rate exposure (e.g.,
Jorion, 1990; Williamson, 2001) and while some tessed for interest rate exposure (e.g.,

Bartram, 2002), this has largely been for finandiahs (e.g., Oertmann, Rendu, &
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Zimmermann, 2000). In contrast, the impact of corditygprice changes on corporations
is only analysed in a few studies (e.g., Bartra@®32 Tufano, 1998). Subsequent research
investigates the effect of financial hedging inafigial risk exposures, predominantly in
foreign exchange exposure (e.g., He & Ng, 1998; yegu& Faff, 2003), and a few
studies have also examined the ability of operatidredging to reduce risk exposures
(e.g., Carteet al, 2003). It is worth noting that the studies metli above focus solely on
one type of financial price exposure. In contrasasBd and Rajan (1995) analysed
exchange and interest rate risk, and Ralal. (2007) consider the simultaneously three
categories of risk.

The focus of existing empirical studies on foreigxchange rate risk has been
justified with the argument that exchange rate reglresents a major source of risk, due
to its higher volatility, when compared to othemdncial prices (Jorion, 1990).
Nevertheless, a comparison of the standard demmtiof various financial prices
(exchange rate, interest rate, and commodity priee¢als that in recent years, interest
rate and commodity price display even higher viiatithan foreign exchange rate
(Bartram, 2005 Therefore, the impact of interest rate and comtyqatice changes on
firm value can be classified as an important issmecorporate risk management. Table
4.1 presents a comprehensive description of tltkestuhat considers the all assortment of

financial price risk exposures.

37 After calculating the standard deviations of thenthly returns of various financial prices risk tfars
during the period 2006-2008 we corroborated Barsa2005) assertions. To represent the exchange ris
factor we use a trade-weighted exchange rate irdbe Euro effective index; to represent the irderate
risk factor we make use of the three-month Eurilaod to represent the commodity price risk facter w
consider the Euronext Rogers International Commotlidex. The calculated monthly volatilities are
1.35%, 5.82% and 7.3%, respectively.
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Table 4.1 Empirical evidence on financial price risk exposureand hedging

Author(s) of study

Prasad and Rajan
(1995)

Bali et al. (2007)

Area of study

Measurement of exchange ra

and interest rate exposures.

Interaction between firms’
risk exposures, derivatives use

and real operations.

Country Findings

Germany, This study group’s individual stock returns datwimdustry-based portfolios for each
Japan, UK and country. The authors found evidence of exchange rék and interest rate risk
us sensitivity in each of the four markets to varyntegrees, with the German and the US
markets yielding a maximum number of industrieshwsignificant exchange rate

exposure and Japan yielding the greatest numbardabtries with significant interest

rate risk exposure.

US and Canada There is little evidence that deves use reduces risk exposures. There is some
evidence that user firms are increasing risk exypsn the use of commodity
derivatives. Furthermore, the empirical results rid suggest a positive association

between any of the variables for real operatiomsratated exposures.
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4.2.1Foreign exchange rate exposure

Adler and Dumas (1984) suggest that exchange eatebe estimated by the slope
coefficient of a linear regression of the dollafueaof the firm on the exchange rate.
Moreover, Adler, Dumas and Simon (1986) suggestus#ieeof stock returns and exchange
rate changes in order to avoid statistical diffi@sl concerning the stationarity in the time
series. Thus, foreign exchange rate exposure camdasured through a simple time-
series regression that considers the change invialore (represented by stock returns) as
the dependent variable and the exchange rate chasgbe independent variable.

Later, to prevent misspecification of the modekialo (1990) added the return on
the market index to control for market movementsar&ining the monthly stock returns
of 287 US multinationals during the period 1971-19the author found that only about
5.5% of the firms are significantly exposed to exale rate risk. He discovered, however,
that nine out of 14 foreign firms listed on the NEYBave significant exposures.

In line with Jorion (1990), several other studiesrevcarried out. For firms on the
stock market in the US, researchers have appligtbus specifications of Jorion’s
framework to investigate the significance of expesior particular samples of industries
or firms, including multinational firms (e.g., Amid, 1994; Choi & Prasad, 1995; Jorion,
1991), non-financial firms (e.g., Allayannis & OfeR001; Crabb, 2002), firms in the
automotive industry (Williamson, 2001), and a brrasmple of industries (e.g., Bodnar
& Gentry, 1993). In Table 4.2 we present a detadedcription of the reviewed studies

surrounding this matter.
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Table 4.2 Empirical evidence on exchange rate exposure and diging

Author(s) of study Area of study Country Findings
Jorion (1990) Measurement of exchange rate us Only 5% of firms exhibited significant exchangge exposure. Estimatekchange ra
exposure and its determinants. exposure increased as the firm's foreign involveméneasured by foreign sal
increased.
Jorion (1991) Measurement of exchange rate us The returns of 20 valugeighted industry portfolios are shown to be ingéesss to

Bodnar and Gentry

exposure.

Measurement of exchange rate

Us, Japan and

exchange rate changes.

Eleven out of 39 twaligit industry portfolios exhibit significant exchge rate exposul

(1993) exposure and its determinants. Canada They notice, however, that export and import leveddiance on internationallgricec
outputs, product-type (traded or ntvaded) and the degree of foreign assets he
determine exchange risk exposure at the indusigl.le

Amihud (1994) Measurement of exchange rate us The author find that there is no significant corpenaneous exposure, even for

exposure. portfolio composed of the eight largest exportimgnpanies where, on average, exf
account for almost a quarter of their total sales.

Khoo (1994) Measurement of exchange rate Australia The sensitivity of stock returns to exchange ratsvements, and the proportion of st

exposure returns explained by exchange rate movements arelftw be small.

Bartov and Bodnar Measurement of exchange rate us The results fail to find a significant correlatidretween the abnormal returns of

(1994) exposure. sample firms and contemporaneous change in thardoll
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Table 4.2 Empirical evidence on exchange rate exposure and dhging (cont.)

Author(s) of study

Area of study

Country

Findings

Choi and Prasad (1995)

Measurement of exchange rat

exposure and its determinants.

us

About 15% of the 409 firms in the sample haigmifcant exchange rate sensitivities.
Estimations revealed a positive relationship betwibe scope of the foreign operations
of a firm — measured by foreign sales, assets pecating profits — and its exchange rate

risk sensitivity.

Nydahl (1999)

He and Ng (1998)

Williamson (2001)

Measurement of exchange rate
exposure and its determinants,

namely the impact of hedging.

Measurement of exchange rate

exposure and its determinants.

Measurement of exchange rate

exposure and its determinants.

Sweden

Japan

US and Japan

About 26% of the 47 firms in the samplesaggificantly exposed to exchange rate risk.
It is shown that the level of foreign involvemeigrsficantly increases exposure, and

that the use of derivatives decreases exposure.

About 25% of the 171 firms in the samplé&dysgnificant positive exposure coefficients
and about 2% yield negative coefficients. Smalieng and firms with weak short-term
liquidity positions, or firms with high financiakVerage, have more incentive to hedge

and hence have smaller exchange-rate exposure.

There is empirical evidence thanzatige firms face exposure to exchange rate shocks.
Evidence is presented that is consistent with preiales being a major determinant of

exposure and the effectiveness of operational ngdgithe form of foreign production.

Crabb (2002)

Measurement of exchange rate
exposure, while controlling

for the use of derivatives.

us

The results presented in this study show thateixchange rate exposure for large US

multinationals is significant, but hedging actig&iby firms reduce such risk.
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Table 4.2 Empirical evidence on exchange rate exposure and diging (cont.)

Author(s) of study

Nguyen and Faff
(2003)

Hagelin and Pramborg
(2004)

Area of study Country
Analysis of both short-term Australia
and long-term exposure and
impact of the wuse of
derivatives on exchange rate
exposure.

Foreign exchange risk Sweden

reduction effect of hedging.

Findings

The results show that out of the fullmpde of 144 firms, only 10.34% have a
significant monthly short-term exposure and 58.3&% significantly exposed in the
long run. While both firm size and the use of ficiah hedging are associated with a
reduction of short-term exchange rate exposure,ettposure of longer horizons is

positively related to a firm’s liquidity.

About 24% of firms exhibited significantkange rate exposure. Estimated exchange
rate exposure increased with the level of inheespbsure and with a firm’s size. The
evidence also suggests that the usage of foreigoni@ated debt as well as currency

derivative reduces firms’ foreign exchange exposure

Bartramet al (2010)

Influence of both financial and 16 countries
operational hedges on foreign

exchange exposure.

This study shows that for a typieahgle firm, pass-through and operational hedging
each reduces exposure by 10% to 15%. Moreovendiabhedging with foreign debt,

and to a lesser extent currency derivatives, deeseaxposure by about 40%.
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Amihud (1994) did not find any significant excharmgée exposure for a sample of
32 US exporters from 1982 to 1988. To some ext€hti and Prasad (1995) provided
strong evidence of significant exposure. They exaohia sample of 409 multinational
firms that have foreign sales, profits and assktt east 25% of their respective totils.
About 15% of the firms are significantly exposedirthermore, Bodnar and Gentry
(1993) show that roughly 30% of industries in th®, Japan and Canada have significant
exposure to exchange rate movements. However, fheyd that the percentage of
industries significantly exposed is smaller for th8 than for Canada and Japan, which
suggests that industries in smaller and more openagnies are likely to be more exposed
to exchange rate risk. In the case of WilliamsodO@, which analyses the automotive
industry in the US, significant exposure only osciar certain firms.

Whereas most papers focus on US financial marketseral studies have also been
surveying other markets, such as Japan (Bodnar &trgel1993; He & Ng, 1998;
Williamson, 2001), Canada (Badt al, 2007; Bodnar & Gentry, 1993), Australia (Khoo,
1994; Nguyen & Faff, 2003), Sweden (Hagelin & Prangl 2004; Nydahl, 1999), and a
broad sample of countries (Bartranal, 2010), among others. In general, these studies
have had somewhat more success in documentinghdiGagt contemporaneous relation
between a firm’s stock returns and changes in dorexchange rates. For example, He
and Ng (1998), who studied the exchange rate expasuJapanese multinational firms
between the period 1978-1993, found that roughBs 25 the 171 firms in the sample
yield significant positive exposure coefficientsisd, Nydahl (1999) analysing the
exchange rate exposure of Swedish firms with adareales ratio of at least 10%, finds
that approximately 26% of the 47 firms in the sanpke significantly exposed to

exchange rate changes. On the other hand, Khoa)188amining the foreign exchange

% The authors classified a firm as a multinatiorfathie firm foreign sales, net operating profitsdan
identifiable physical assets are all 25% or moréhefr respective corporate totals and exceed llomiUS
dollars in 1989. This is a method similar to the @ommonly used in the international businessdlitee.
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rate exposure of mining companies in Australiaddinrvery weak evidence of such
exposure. He links this lack of exposure to theeesive use of hedging by mining firms.
Summing up, the empirical evidence on the impacexafhange rates on firm value in
non-US markets is not conclusive either.

A controversial point in Jorion’s augmented mamketdel concerns the definition of
the exchange risk factor. The empirical literatofeen employs one of the following
proxies: a trade weighted exchange rate or a balateirrency exchange rate, this latter
being under the assumption of a dominant tradingeogy that affects almost all the
firms in the sample. The aforementioned studietcc&ffy use a trade-weighted exchange
rate index (e.g., Bakt al, 2007; Bodnar & Gentry, 1993; He & Ng, 1998; dari1990,
1991). Despite the view of Williamson (2001), amantlgers, that points out that the use
of a trade-weighted exchange rate index can mateffect of exchange rate fluctuations
on firm value, when a firm is mostly exposed toyoalfew currencies, Nydahl (1999),
alternatively employing a trade weighted excharge index and a bilateral currency
exchange rate, concludes that there are no signtfidifferences.

Financial exposure related studies frequently uat dvith monthly sampling
frequency (e.g., Allayannis & Ofek, 2001; Batial, 2007; Bodnar & Gentry, 1993; Choi
& Prasad, 1995; Jorion, 1990). Allayannis and Qf801) justify this option by the fact
that daily and weekly exchange rate indices fretyemxhibited problems of

misalignment between the stock return and excheatgeseries.

4.2.2 Interest rate exposure

The majority of interest rate exposure studiesres&ricted to financial firms, which
mainly have financial assets and, thus, are exgectexhibit varying sensitivity with

regards to changes in interest rates, when comgaradn-financial firms. At the same
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time, financial firms have the ability to manageithinterest rate risk more accurately
because they use sophisticated techniques for dietification and quantification of

interest rate exposures. However, changes in siteedes are also important for non-
financial firms. First, interest rate risk impacts the value of non-financial firms through
changes in cash flows generated by operations,hadrise due to the direct effect of the
interest rate on the cost of capital that is inhete investment decisions. In addition,
there may be indirect effects of interest rate wskthe competitive position of firms,

which also impact on their expected cash flowsalyn interest rate risk may influence
firms’ value due to changes in the value of thigiaficial assets and liabilities.

Within the scope of non-financial firms, very lgtlempirical evidence is found
concerning the impact of interest rate risk on fivalue. Sweeney and Warga (1986)
conducted an extensive study of interest rate wetgiand pricing in the US stock
market. They concluded that changes in the yielthengovernment bonds clearly affect
ex-post returns to electric utilities, and thatstiphenomenon is concentred to a much
larger extent in this particular industry. Similgrfesearch on the interest rate sensitivity
of non-financial firms outside the US is relativalgarse. Prasad and Rajan (1995), using
a sample of four industrialized countries betweée period 1981-1989, grouped
individual stock returns data into industry-basemttiplios. Their results indicate that
interest rate risk varies among countries and thete are industries with significant
exposure to interest rate risk, specifically inalapnd Germany. Confirming these results,
Bartram (2002) also reports a significant ratexgiasure in German non-financial firms,
which is confirmed when several interest risk fastare used. In Table 4.3 we present a

detailed description of the few studies that ingede interest rate risk exposure.
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Table 4.3 Empirical evidence on interest rate exposure and higing

Author(s) of study Area of study Country Findings
Sweeney and Warga The pricing of interest rate us The paper shows that, empirically, most ofithierest rate sensitivity stocks are in the
(1986) risk. utility industries, and that there is evidence tiw&t interest factor is priced in the same
way as APT.
Bartram (2002) Interest rate exposure and its Germany A significant interest rate exposure oh-financial corporations with regard to
determinants. changes in the short-term and long-term riskleteyést rate as well as the interest rate

spread is reported. While many stocks show a s$ogmif linear interest rate exposure
(e.g., for the short-term interest rate, 6.4% tB¥Bof firms), a large number of firms
have an important non-linear exposure componegt, f@r the short-term interest rate,
11.5% to 25.4% firms for the cubic function). Indi#tn, there is evidence of a

negative relationship between the interest ratesue and measures of liquidity.
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According to the existing evidence, most of the iitagl studies on interest rate risk
are based on a two-index model developed by Stb®eé4], which includes an interest

rate change factor in addition to the traditionakket index.

4.2.3 Commodity price exposure

The economic commodity price exposure describesetfeet of unexpected price
movements of commodities on firm value. This effiscprimarily determined by firms’
economic business activity. On the other hand, indirect effects result fréve €conomic
interdependence of companies in the economic \aia®?® In general, the relevance of
a commodity as an input (output) factor should lead negative (positive) exposure.

Despite the fact that the changes of all productamtors on the range of products
have, potentially, a direct economic effect on fin@s’ cost and/or revenue, only some
inputs and outputs, namely commodities, are tramethe spot and futures international
commodity exchanges. Apart from the use of excharagked derivatives, OTC contracts
such as swaps, forwards or more complex finangadiycts can also be used to hedge
commodity price risk. Also, the price of variousnumodities that are not exchange traded
can be hedged via cross hedging. This is achiewabén their price is highly correlated
with some other commodities for which derivativese aavailable. So, it seems
unquestionably the effectiveness of commodity ms&nagement on commodity price
exposure reduction; yet, very little attention listmatter has been attracted to date at the

empirical literature level.

% For example, energy products are primarily relevian the power, oil/refining, rubber/plastics, and
transportation industries.

9 For example, impact on competitiveness and passigh of commodity price changes to customers.
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Exceptions are made for several empirical stud@seth on the American gold
mining industry (Petersen & Thiagarajan, 2000; Tiofal998), gas and oil industry (Jin &
Jorion, 2006) and airline industry (Cartgral, 2006). This is justified by the fact that
companies in those industries turn out fairly hosrepus products, which imply
relatively simple exposure structures. On the othemnd, being industries with strictly
disclosing rules brings about the conception ohHayel databases on risk management
practices. These studies make use of the commaagp assessed in the literature — a
two factor augmented market model, which includesramodity price change factor.

The few studies that focus on commodity price eypoover a broad sample of
non-financial firms across multiple industries #ne ones by Bartram (2005) and Bali
et al (2007). Bartram (2005) makes use of a sample96f@erman non-financial firms,
but limits his analysis to the sensitivity of fimalue towards commaodity price risk. Using
time series regression, he tests whether commguitg risk that has not been hedged
may negatively (positively) affect stock pricesndustries for which a certain commodity
represents an important input (output) factor m pnoduction process. The author reports
that the percentage of firms with significant exjmesto commaodity price risk is in the
range of 4.5% - 15.9%. Thus, commodity price riskniot found to be of greater
importance than other financial risks. This ressultonsistent with the few corporate cash
flows affected by commodity price changes. Tabke ekhibits a detailed description on

studies regarding commodity price exposure.
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Table 4.4Empirical evidence on commodity price exposure antledging

Author(s) of study

Area of study Country

Findings

Tufano (1998)

Commodity price us
exposure and its

determinants.

The estimation of the gold price exposure fa sample firms results in more than half of thenfiqquarter
exposures being statistically significant. Thes@osxires are significantly negatively related to finen's
hedging and diversification activities and to gplites and gold return volatility, and are positvelated to a

firm's leverage.

Petersen and
Thiagarajan (2000)

Bartram (2005)

Carteret al (2006)

Jin and Jorion (2006)

The impact of risk us
management strategies
in a firm's commodity
price exposures.
Commodity price Germany

exposure.
The effect of hedging us

on firm value.

Firm value and us

hedging.

The analysis of the gold price exposure of tramanies American Barrick and Homestake Mining shtvat
financial and operative hedging, as well as finahand operative leverage, have an impact on thesxe of
firm value with regard to the analysed factors.

Even though commodity prices are more i®|ahe fraction of sample firms with statistigalsignificant
commodity price exposure is, however, comparabktudies on foreign exchange exposure — rought4®

15.9%. The results are consistent with few cashdlbeing affected by commodity price movements.

The authors examine a monthly market model uasmgqually-weighted airline industry return thatludes a
jet fuel return factor to measure airline expodorget fuel prices. They find that airline indusstpck prices are
negatively related to jet fuel prices, namely ot@dard deviation movement in jet fuel price resiita 2.75%

change (monthly) in airline industry stock prices.

The study confirms that exposures to oil andpgaes are mostly positive and generally significago for the
median firm, a 1% increase in oil (gas) prices $etmla 0.28% (0.41%) increase in the stock prideouh
28.95% of the oil betas and 86.84% of the gas lmetasignificantly positive. Additionally, the awotts find that
hedging reduces the firm’s stock price sensititdyoil and gas prices and that greater oil andrgasrves

increase it.
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Finally, in the case of the study carried out byi B4 al. (2007), the focal point is
the interaction between a firm’'s risk exposurestivdéives use and a firm’'s real
operations. Their data set includes US and Canadiemfinancial firms belonging to
four-industry SIC code classifications: gold andvesi mining, food processing,
pharmaceuticals and large biotechnologies, andgmyirmetals processing. Evidence is
found that commodity derivatives users have inénggg inherent risk exposure, which
may suggest that hedging with derivatives is nafagb important to a firm’s return rate

and may be linked to other non-financial and ecandactors.

4.2.4 Determinants of financial price exposures

With respect to factors that influence exchange exiposure, several authors, such
as Jorion (1990), Bodnar and Gentry (1993), AmiHa894), Williamson (2001),
Allayannis and Ofek (2001), and Badt al. (2007) have found in their studies that a
higher foreign involvemenproxied by the ratio of foreign sales to total sales, iepla
stronger correlation between a depreciation (apgtien) of the dollar and an increase
(decrease) in stock market values.

When the focus is the interest rate exposure, 8ar{002) investigated two partial
exposure determinants: financial leverage and hguidity and only found a significant
relation between interest rate exposure and fiomidiity. Instead, Baliet al. (2007)
considered only financial leverage as a proxy forma’s real operations.

Williamson (2001), among others, argues that the $oagnificance of exposure
coefficients being reported empirically may arisent the fact that what is really being
measured is the net exposure to exchange ratds exposure that remains after the firm
has engaged in some hedging activity. Bartram (R@2phasized that non-financial

firms should be able to immunize firm value agaidlsanges in interest rates to some
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extent by matching the interest rate sensitivityhafir assets and liabilities through active
risk management, but not in the same way as fiahnniermediaries. Additionally,
Bartram (2005) suggested that firms for which cordityoprice volatility is an important
source of risk are likely to efficiently implememieir risk management strategies,
rendering net commaodity price exposure to be seemwch smaller than gross exposure.
It seems likely that, to the extent that hedgintivdies are efficiently implemented, they
have a direct impact on the nature and charadterist a firm’s exposure. In spite of the
recognition of the influence of hedging activities firms’ exposures, only a few authors
try to incorporate the impact of hedging on expeswanalysis.

In the field of commodity price exposure, Tufan®48) considers the hedging
activities to be a potential determinant of finahg@rice risk exposure. Additionally, he
tests several other potential determinants thatstietly related to the gold mining
industry: gold production quantity, gold total reses, average gold price, cost structure,
financial leverage, gold return volatility, and pentage of assets in mining. Similarly, Jin
and Jorion (2006) investigated the effect of heggaith derivatives and of gas and oil
reserves on the commodity price exposure of a samplJS oil and gas firms. More
recently, Baliet al. (2007) investigated the effect of the use of denxes and of real
firm’s operations, represented by the ratio ofltoteentory to total sales, on commodity
price exposure.

Focusing on internal hedging strategies, Willilamg@001) shows that foreign
production decreases exchange rate exposure, wdicbnsistent with the idea that an
exporter can counteract the sensitivity of the déslv to exchange rate movements by
having costs denominated in the local currency, ihéo say, the success of operational
hedging through production. Corroborating conclosiare drawn by Cartet al. (2003).

Other authors try to empirically link estimated egpre coefficients with data on foreign
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hedging activities. Nydahl (1999), Allayannis andelkO (2001), and Nguyen and Faff
(2003) assess data on foreign exchange derivatisage; Carteet al. (2003), Hagelin
and Pramborg (2004), and Bartragh al. (2010) consider both, data on internal and
external hedging activities. Additionally, Caretral (2003) account for the fact that the
magnitude of a firm’s exposure to foreign excharigk affects its hedging decisions. In
other words, they recognise that foreign exchang®e exposure and hedging are
endogenously determined.

Another set of studies are based on optimal hedtjiegries, which postulate that
non-hedging firms should be more exposed to cuyremovements than hedging
companies (He & Ng, 1998; Nguyen & Faff, 2003) perticular, He and Ng (1998) use
variables that proxy for a firm’s incentives to gedo examine the influence of presumed

hedging activities.

4.3Research framework: Development of the hypothesesid proposed model

We use a two-step approach procedure to investtbateffect of a firm’s hedging
activities and operating profiles on its exposwdimancial risks. Following Balet al
(2007), this study provides more complete estimaftdgms’ financial risk by extending
the exposure models of Jorion (1990) and Allayaramd Ofek (2001) for currency
exchange risk, to also include interest rate amdnoodity price risk. So, in the first stage,
we guantify a firm’s exposure to exchange ratesraggt rate, and commodity price risk by
means of a time-series analysis applied over them®dths in the sample, which
corresponds to our 2006-2008 data. In the secoagestwe examine the relationship
between the financial price exposures already as#id) a firm’s hedging activities and

operating profiles.
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4.3.1 Time series analysis: Measuring stock price exposer

As mentioned in the previous section, the curr@pr@ach adopted in the literature

to estimate a firm's stock exposure to financiakerrisk is a two factor augmented

market model. In line with Balet al. (2007), in the first stage regression we provide

estimates of individual firm’s exposure by categofyisk using a four-factor augmented

market model:

Rit =Po;i+Bri*RFX+ B2 RIR + B3; R CP.+ By;  RMSCl; + &, (4.1)

where:

Rit

R_FX

R IR

R_CR

R_MSC{

Eie

In equation (4.1) each non-intercept tefmepresents a firm’s exposure by category

the stock rate of return for tiefirm’s common stock in month
iIs computed using the following expression:

_ Pit-Pit—q
Ry = —F——

Pit_1

where,P represents the closing price for the time seragmidry
31, 2006 to December 31, 2008. The returns aresesdjufor the
payment of dividends and stock splits;

the rate of return on the Euro effective indexnontht;

the rate of change on the three-month Euro batdc Offered
Rate (Euribor) in month

the rate of return on the Euronext Rogers Ilatéonal
Commodity Index in monthy

the rate of return on the MSCI Euro index in dn

error term.

of risk. The coefficients,; represents the exchange rate exposgse represents the
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interest rate exposurgs; represents the commodity price exposure,anéirm i’s return
sensitivity to market risk.

As discussed in the work of Bartov and Bodnar (398% in several other papers,
an appreciation in the domestic currency makes rixygo goods more expensive in
foreign currency territories and this may lead tfalain foreign demand. Consequently,
the value of an exporting firm would then decredsdpwing its domestic currency
appreciation. On the other hand, importing firmsuldobenefit from the appreciation of
the domestic currency because their imports woeltbine cheaper. As a result, jhe
coefficient should be negative for importing andsigige for exporting firms. In this
context, an association between the exchangeaaterfand firm value, wheproxied by
firms’ stock returns, is expected. Therefore, tigpdthesis to be tested for each firm of
our sample is theoretically undetermined:

HYPOTHESIS 1: The company is significantly exposed with regardekezhange rate
risk.

According to Bartram (2002), it is expected thatr@ases in interest rates are likely
to have a negative effect on firm value due to é&xpected consequences on the
investment activity. This implies a negative ingtreate exposures4;). In this sense, we
tested if:

HYPOTHESIS 2: The company exhibit a negative exposure with regardterest rate
risk.

Finally, following a similar approach to the ondsBartov and Bodnar (1995) in the
scope of exchange rate risk, Bartram (2005) sugghst the use of a commodity as an
important input factor in the production processiparticular industry should induce a
negative commodity price exposure. Yet, its useam@output factor should lead to a
positive exposure. Therefore, it is expected trmhmodity price risk may negatively

(positively) affect the share prices of companiasindustries for which a certain
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commodity represents a relevant input (output)diadn this way,f3; coefficient should
be negative (positive). The hypothesis to be testéaeoretically undetermined:

HYPOTHESIS 3: The company is significantly exposed with regardammodity price
risk.

4.3.2 Cross-sectional analysis: Determinants of financigbrice exposure

Previously, we have measured the financial priqggosure of our sample. Now, we
turn the focus of our analysis to the explanatibfirms’ exposures estimated in the first
stage regression. Previous empirical studies (Aligyannis & Ofek, 2001; Cartest al.,
2003; Hagelin & Pramborg, 2004; He & Ng, 1998; Nyild999) analysed the efficiency
of hedging activities by examining the determinamitgshe financial price exposure in a
cross-sectional regression with the exposure aeffis estimated for each category of
risk as the dependent variable. In line with thes wge our cross-sectional 2007 data and
the exposure estimates for each category of rigkimdd using the four-factor model
outlined in the preceding section (equation 4.1t Raseline regression models, each one
related to a category of risk, are as follows:

() For exchange rate exposure:
EXP_FX, =a, +a, (HEDGE _FX, +a, INET _FX, +_§laz+j OND, +7,  (4.2)
=
(i)  For interest rate exposure:

EXP_IR =a, +a, (HEDGE _IR +a, [LEV + ilazﬂ. OND, +7, (4.3)

=

(i) For commodity price exposure:

EXP_CP =a,+a,HEDGE _CP +a, Ol _TS +§8;az+j UND, +7, (4.4)
j=1
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where:
EXP_FX = absolute value of FX exposure obtained from themeded
augmented market model (see equation 4.1, sectioh)4
EXP_IR = absolute value of IR exposure obtained from themesed
augmented market model (see equation 4.1, sectBoh)4
EXP_CP = absolute value of CP exposure obtained from thenastd

augmented market model (see equation 4.1, sectioh)4

HEDGE_FX = dummy which is assigned a value of 1 if a firm us&ternal
and/or internal foreign exchange hedging instrusmiend
otherwise;

HEDGE IR = dummy which is assigned a value of 1 if a firm us&ternal
and/or internal interest rate hedging instrumehtstherwise;

HEDGE_CP = dummy which is assigned a value of 1 if a firm us&ternal
and/or internal commodity hedging instruments, leowise;

IND = Dummy which is assigned the value of 1 if the fisnthain
industry is classified into one of the eight indligst according to
the 4-digit ICB classification, 0 otherwise;

NET_FX = Absolute value of the difference between the propor of
revenues and costs denominated in foreign curréncy;

LEV = financial leverage, measured by the ratio of logrgnt debt plus
short-term debt to total assets;

TLTS = revenues from commodity operations, measured ly céttotal

inventory to total sales;

“! Following Bartramet al. (2009), we assume that local firms use foreigetas®r foreign production, so
we use assets denominated in foreign currencypiesent for the costs denominated in foreign cayen
since the reporting for these costs are not ahaagdable in firms’ annual reports.
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In our estimation of equations (4.2), (4.3) and)4ve test if a firm’s use of hedging
instruments affects its exposure to the underlyiisg factor. For instance, when we
analyse the case of exchange rate exposure, wevelibat the use of risk management
instruments should decrease exchange rate expiasifiens with positive exposures and
increase it (decrease in absolute value) for fimith negative exposures (Allayannis &
Weston, 2001). By this means, we choose the uabsuflute value of exposure as a proxy
for exchange rate exposure, neglecting the sigaxpbsure in our empirical tests. The
same approach is considered with regard to intenast exposure (Bartram, 2002).
Regardless of the fact that interest rate exposamnebe originated from the liability side
and/or from the assets side, it is straightforwthed the large part of this type of exposure
originates from the liability side. As for the exalye rate exposure, we can expect that
interest rate instruments used to offset existingosures should decrease interest rate
exposure.

As already explained, within commodity price expesscope, positive and negative
exposures can be originated, depending on the fusenumodity as an input factor or as
an output factor in the production process (Bartra@®5). In light of this, we also use the
absolute value to proxy for this commodity pricgpesure. As with exchange rate and
interest rate, commodity hedging instruments’ use)Xpected to decrease commodity
price exposure (Tufano, 1998).

Hence, in each category of risk, if firms use ms&nagement instruments as a hedge
against financial risk exposures, the absolute evalti exposure should be negatively
related to the use of risk management instrumelmscontrast, if firms use risk
management instruments, namely derivatives, toutge; we should expect a positive
relation between the use of risk management ingnisnand the absolute value of

inherent financial price risks. Consequently, tremhypotheses to be tested are:
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HYPOTHESIS 4a: If firms use risk management instruments with hedgpurposes,
there is a negative relationship between the usexohange rate
hedging instruments and the inherent exposuresko ri

HYPOTHESIS 4b: If firms use risk management instruments with hedgpurposes,
there is a negative relationship between the uséntefest rate
hedging instruments and the inherent exposuresko ri

HYPOTHESIS 4c: If firms use risk management instruments with hedgpurposes,
there is a negative relationship between the usmwimodity price
hedging instruments and the inherent exposuresko ri

Additionally, in equations (4.2), (4.3), and (4.Mpe test if a firm’s operating
profiles, which we proxy through net foreign excbarexposure, leverage and revenues
from commodity operations, respectively, are imaortdeterminants of specific risk
exposure. Regarding exchange rate exposure, kpected that net exporter firms will
exhibit a positive exchange rate exposure wherktire appreciates. In contrast, if a firm
is a net importer the appreciation of the Euro sthpuoduce a negative exposure. On the
other hand, for a given exposure, an increase enfitm foreign involvement should
always increase exposure. However, when we takeelute value of exchange rate
exposure, we cannot hypothesize any relation betwhe absolute value of exposure and
the firm foreign involvement (e.g., Allayannis & €x, 2001), which we found appropriate
to be proxied through net foreign exchange expostfr&Ve take the same approach for
commodity price exposure, supported by the fact twnmodities can be identified
empirically in a particular industry, either asiaput factor or as an output factor in the
production process (Bartram, 2005). In what congemmerest rate exposure, we
hypothesize, similarly to Bartram (2002), that fa'with a high level of leverag&EV)
have the expectation of higher costs of financisiress. As a result, one can expect the

interest rate exposure to be positively relatedirtas’ leverage. We test the following

hypotheses concerning exchange rate, interestaratiecommodity price exposure:

“2|f the firm has foreign assets denominated inghme currency as its foreign sales, the firm withs
only residual foreign exchange exposure.

139



HYPOTHESIS 5a: The extent of firms’ foreign involvement has an aap on the
magnitude of the exchange rate exposure.

HYPOTHESIS 5b: The extent of firms’ leverage has a positive imgacthe magnitude
of the interest rate exposure.

HYPOTHESIS 5c: The extent of firms’ revenues from commodity opers has an
impact on the magnitude of the commodity price axpe.

Moreover, to control for differences in hedging &elour between industries, we
include eight industry dummy variabld8ID), in equations (4.2), (4.3), and (4.4).

So far, we suggested that an increase in the té\etdging activities in one class of
risk should be associated to a reduction in therght risk exposure. In a subsequent test,
we consider that an increase in hedging activagsociated to one category of risk may
also impact upon the exposure to risk in anothexgray. That is to say, we suggest the
interaction of hedging activities. For this test sudstituteHEDGE_FX HEDGE_IR,and
HEDGE_CPwith HEDGE The variableHEDGE is afull hedgingvariable that takes
instruments relating to all kinds of financial isiito consideration. The hypotheses to be
tested are:

HYPOTHESIS 6a: If firms use risk management instruments with hedgourposes,
there is a negative relationship between the usehedging
instruments and the exchange rate exposure.

HYPOTHESIS 6b: If firms use risk management instruments with hedgpurposes,
there is a negative relationship between the usehedging
instruments and the interest rate exposure.

HYPOTHESIS 6¢: If firms use risk management instruments with hedggpurposes,

there is a negative relationship between the usehedging
instruments and the commaodity price exposure.

4.3.3 Cross-sectional analysis: Determinants of financiaprice exposure controlling

for endogeneity

Carteret al. (2003) suggest that it is not possible to drawremces about the effect

of hedging on firm risk exposure, because thereeaomomic reasons to believe that firms
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do not randomly select their hedging policies. Bdleseveral other authors argue that
firms with more exposure have higher probabilitébecoming hedgers (e.g., Bartrain
al., 2009; Géczet al, 1997; Hageliret al, 2007; Lel, 2012; Purnanandam, 2008). On the
one hand, financial exposures should be a funaifomedging activities and of a firm’s
operating profiles (Baliet al, 2007; Bartram, 2002). On the other hand, hedging
instruments’ usage should be a function of thenioma price exposures’ magnitude and
other factors also related to firms’ hedging derisi Clearly, the relation between
financial exposures and hedging activities may hdbjext to reverse causality
interpretations. The consequence of a contempousneorrelation of the independent
variable, namely the hedging dummy, and the emomtin equations (4.2), (4.3), and
(4.4) is a biased and inconsistent estimatioor of

To explicitly address the endogeneity problem dbedrabove, we use a treatment
effect model (e.g., Heckman, 1979) estimated inve-dtep procedure. The model we
estimate differs from the standard instrumentalaide approach because of the binary
nature of the endogenous variable of interest. Camand Trivedi (2010) also suggest
the potential use of the IV approach. However, [thepproach is often confused by a
fundamental problem: in practice, it is difficutt find an instrument that is both highly
correlated with the treatment condition and indejeer of the error term of the outcome
regression. With regards to the treatment effectlet®y the identification is achieved
through exclusion restriction, a much less demandimay of identification than the
instrumental variables approach. Summing up, suiggested that whenever users find a
problem for which the IV approach appears temptthgy can use the treatment effect
model (Guo & Fraser, 2010).

As before, we compare the exposure outcome of twaps of firms: those who

decide to hedge (treatment variableDGE_FXor HEDGE_IRor HEDGE_CPR1) and
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those who decide not to hedge (treatment varidtleEDGE_FX or HEDGE_IR or

HEDGE_CR=0). The exposure outcome was assessed using poswer estimates for

each category of risk outlined by the four-factardal given in equation (4.1).

Explicitly, our estimation with the treatment effenodel is expressed through two

equations, for each category of risk and definetivim steps. The first-step model is the

probit regression of the hedging decision:

()

(ii)

(iii)

For exchange rate exposure:

HEDGE _FX, =J, +J,[CAPEX +4,[CG_INT, +J,[DIV, +3, [LEV, (4.5)
8
+0, [BIZE + J, [TAX, + > J,,, OND, +¢,
j=1

For interest rate exposure:

HEDGE _IR =9, +9,[CAPEX + 9, [CG_INT, +9,[DIV, +9, [LEV, (4.6)
8
+ 9, [BIZE + 9, [TAX, +>.9,,, OND, + ¢,
j=1

For commodity price exposure:

HEDGE _CP =4, + J, [CAPEX + 3, [CG_INT, +4, DIV, +J, [LEV (4.7)
8
+0, [BIZE + J, (TAX; + > J,,, OND, + ¢,
j=1

where the variables not defined earlier on are:

CAPEX = purchases of fixed assets to total assets;

CG_INT = index that proxies for the firm-level quality of\ggrnance.

DIV = dummy which is assigned a value of 1 if a firm demnd yield is
greater than the median yield for the sample, @rvtlse;

SIZE = natural logarithm of total assets;

TAX = net operating losses carry forward to total assets;

The independent variables are the key firm-levalratteristics that, in line with the

optimal hedging theory, influence hedging decisidnghis sense, the theory predicts that

hedging can enhance firm value if it can decre&se agency costs of debt. It was

142



suggested that these agency costs of debt are enaent in firms with more growth

options, as these firms could have a high prolgbihf underinvestment or asset

substitution. In general, to control for this lastgument, studies include variables
representing firms’ available growth opportunitiés.line with Jin and Jorion (2006), to
proxy for investment we use the ratio of capitgbexditures to total assetSAPEX. In
line with Lin and Smith (2008) the hypothesis totbsted is:

HYPOTHESIS 7: If risk management is used to protect the contirfueding of future
investment programmes, we expect a positive relahip between
hedging activities and capital expenditures.

Next, drawing on Lel (2012), we use a firm-levelvgmance indexQG_INT),
comprising seven widely used governance controlhaisms hand-collected from the
firms’ annual reports, to proxy for the level of magerial agency costs. In general, it is
implicit that strongly governed firms are more liketo pursue value-maximizing
decisions. Consequently, the hypothesis to bedaste
HYPOTHESIS 8: Better-governed firms are more likely to use hedgirstruments in

a way that is consistent with the value-maximizithgories of
hedging.

The presence of liquid assets could reduce the farededging with derivatives
(e.g., Davieset al, 2006; Géczyet al, 1997; Marsden & Prevost, 2005; Nareteal,
1993; Tufano, 1996). The common approach consisising measures of liquidity or the
dividend yield. In fact, holding cash or other lid@assets allows firms to cover temporary
shortfalls in revenues and to fulfil short-termbiigies. As a result, the probability of
encountering financial distress is reduced. Indéed, dividend payouts could provide
more liquidity. The empirical implication of thisgument is that firms with higher cash
holdings or lower dividend payouts are less likielyhedge (e.g., Berkman & Bradbury,

1996; Nanceet al, 1993). We control for liquidity through the diedd yield dummy

(DIV) and predict:

143



HYPOTHESIS 9:  Firms with a lower dividend level are less liketyttedge.

The fourth variable — leverage.EV) — proxies for the probability of financial
distress (Lel, 2012; among others). We expect fimth a greater degree of financial
distress to engage more often in hedging activitidsasuring financial distress costs by
leverage levels relies on the implicit assumptiwat firms with important gearing in their
capital structure have a greater probability ofifgcfinancial distress. Leverage is
measured by debt ratio (e.g., Berkman & Bradbu®@6]l Gay & Nam, 1998; Graham &
Rogers, 2002). Thereby, the hypothesis to be tésted
HYPOTHESIS 10: Firms with a greater degree of financial distregereby with

higher level of debt, are more likely to engage enoiften in
hedging activities.

Moreover, we use the natural logarithm of the tatdetsSI1ZE to control for firm
size. We need to control for firm size becauseettablishment and implementation of a
hedging programme involves some fixed costs (Nahed, 1993). Larger firms that have
access to risk management expertise, or that laremies of scale in hedging costs, are
more likely to hedge than smaller firms. Howevlere are circumstances where smaller
firms have more incentive to hedge than larger dirfor instance, smaller firms will
hedge more because they face greater bankruptty. ddaus, the effect of firm size on

hedging activities is ambiguous and shall be ermgliy determined.

HYPOTHESIS 11: Firm size is expected to be associated with thelikod of
hedging.

Finally, we use the ratio of net operating losgetotal assetsTAX) as a proxy for
the convexity of a firm’s tax schedules. The vasiarity of the variables that are used to
test the relation between taxes and derivativeajesare based on the existence of net
operating losses (e.g., Géoalal, 1997; Howton & Perfect, 1998; Marsden & Prevost,

2005; Nanceet al, 1993; Tufano, 1996). Usually, the hypothesiscid$t as follows:
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HYPOTHESIS 12: If the firm incurs tax losses which will be carriddrward, the
probability of the firm’s engagement in hedginglveg higher.

Finally, as before, to control for differences iredging behaviour between
industries, we include eight industry dummy vares{ND), in equations (4.5), (4.6), and
4.7).

On balance, consistent with previous studies omm@bthedging theories,, o», Js,

J4 andde in equations (4.5), (4.6), and (4.7) are expeatelet positive, ands could be
either positive or negative.

Next, a firm’s financial exposures are modelled &owv they are affected by the
predicted probability of using hedging instrumeigtsassessed. So, in the second-stage
model, after calculating the statistic labelledrilada” ¢;) which is the inverse Mill’s ratio
(using the estimated results from the first-stagejjon-selection hazard, the estimation of
the exposure model (outcome model) us@s a control variable and applies OLS:

() For exchange rate exposure:

8
EXP_FX, =a, +a, HEDGE _FX, +a, INET_FX, +a, +>a

j=1

(ND, +7,
(4.8)

3+]j
(i)  For interest rate exposure:

8
EXP_IR =a,+a,HEDGE _IR +a,LEV, +a, ) +> a, OND, +n,  (4.9)
j=1

3+]j
(i) For commodity price exposure:

OND, +7,
(4.10)

3+j

8
EXP_CP =a, +a,[HEDGE _CP +a, Tl TS +a,0 +> a
j=L

All the parameters have the same predicted signtha@se in the baseline OLS
models (equations 4.2, 4.3, and 4.4). In lighthad,tthe hypotheses 4a, 4b, 4c, 5a, 5b, and
5c are retested allowing for the self-selectioruessmplicit in the relation between

hedging and the underlying exposure.
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The coefficient on lambda (inverse Mill's ratioyz - measures the extent to which
unobserved factors that make hedging more likelgdour are associated with financial
exposures. If it is positive (negative), hedgingisre likely to occur with a higher (lower)
level of exposure. Thus, the additional hypothésdse tested are:

HYPOTHESIS 13a: Hedging with exchange rate instruments is morelyike take
place with higher levels of exchange rate exposure.

HYPOTHESIS 13b: Hedging with interest rate instruments is moreljike take place
with higher levels of interest rate exposure.

HYPOTHESIS 13c: Hedging with commodity price instruments is moiely to take
place with higher levels of commodity price exp@sur

4 .4Results and discussion

4.4.1 Time series analysis: Measuring stock price exposer

The relation between changes in stock prices aadgds in financial price exposure
factors is analysed by estimating equation (4.hg Standard errors of the coefficients are
estimated by using the Newey-West method to correct autocorrelation and
heteroscedasticity. Table 4.5 reports the resdltthe regression. The table reports the
average, minimum, maximum, standard deviation, #mel percentage of exposure
coefficients by each category of risk and by courtrat are significant at the 10%
significance level.

From the analysis of Table 4.5, we verify that savdéirms in our sample are
significantly exposed to the three types of risks analysis. The interest rate and
commodity price exposure factors show the highigstificance, each one with 29.1% of
significant cases, followed by an exchange rateosupe factor with 27.5% of significant
cases. Therefore, the hypothesis 1 is corroborfated56 of the cases (27.5% from the
total of the firms) and hypothesis 2 and hypoth8sase corroborated each one for 165 of

the cases (29.1% from the total of the firms).
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Table 4.5 Summary statistics on financial price exposures

Panel A. Descriptive statistics of exchange rate pasure coefficients

All Cases Belgium France The Netherlands Portugal
Mean -0.552 -0.446 -0.559 -0.379 -1.031
Minimum -42.358 -4.223 -10,781 -9.913 -42.358
Maximum 12.075 5.148 12.075 4.568 8.229
Std. Deviation 2.804 1.938 2.217 2.244 6.971
N° positive/negative cases 212/355 31/44 130/237 36/48 15/26
N° positive/negative
significant cases 40/116 7/13 22/79 7/19 4/5
% significant cases 27.5% 26.7% 27.5% 31.0% 22.0%

Panel B. Descriptive statistics of interest rate gosure coefficients

All Cases Belgium France The Netherlands Portugal
Mean -0.089 -0.022 -0.083 -0.124 -0.202
Minimum -5.370 -1.606 -3.470 -2.471 -5.370
Maximum 3.436 0.924 3.436 1.172 0.874
Std. Deviation 0.579 0.444 0.564 0.544 0.910
N° positive/negative cases 240/327 39/36 155/212 33/51 13/28
N° positive/negative
significant cases 58/107 10/11 37171 9/20 2/5
% significant cases 29.1% 28.0% 29.4% 34.5% 17.1%

Panel C. Descriptive statistics of commodity pricexposure coefficients

All Cases Belgium France The Netherlands Portugal
Mean 0.075 0.135 0.058 0.180 -0.102
Minimum -3.470 -0.454 -3.470 -0.603 -0.855
Maximum 1.708 1.282 1.708 1.564 0.758
Std. Deviation 0.408 0.316 0.433 0.356 0.353
N° positive/negative cases 338/229 46/29 218/149 59/25 15/26
N° positive/negative
significant cases 111/54 19/7 68/32 21/7 3/8
% significant cases 29.1% 34.7% 27.3% 33.3% 26.8%

Note. This table reports the descriptive statisticspgf- the exchange rate exposure (Panel A), the isitese
exposure (Panel B), and the commodity price expodmeel C) — estimated from the following equatiequation
4.1) for the period January 312006 to December $12008:

Rit = Boi+ Pri-RFXc+Boi-RIR; + f3;-R.CP + By - R-MSCIL + &,
whereR; is the rate of return on th& firm's common stock in perioti R_FX is the rate of return on the Euro
Effective Index in period, R_IR is the rate of change in the three-month EURIBOR nioge, R_CR is the rate of
return on the Euronext Rogers International Commyolditiex in periodt, andR_MSC] is the rate of return on the
MSCI Euro Index in period. The percentage of significant cases is achievdd% or lower levels of significance.
The data represent observations from 567 firmsndutine 2006-2008 period. The standard errors ameated for
heteroscedasticity and autocorrelation accordifdgawey and West (1987).
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If we compare our results with the previous emplrgtudies presented in Table 4.1
and 4.2, we can conclude that our sample firmsraree frequently exposed in terms of
exchange rate exposure factor. For instance, B8 market, Jorion (1990) shows that
only 5% of his sample exhibits significant exchange exposure, while Choi and Prasad
(1995) document that 15% of their sample experignsgnificant exchange risk
sensitivity. Focusing on the Japanese market, tdeNan(1998) report that about 25% of
their sample has significant exchange rate exposamd for Swedish firms, Nydahl
(1999) finds 26% of the firms to be significantbyp®sed. In fact, our results corroborate
Bodnar and Gentry's (1993) assertion that firmsrmaller and more open economies are
likely to be more exposed to exchange rate ¥isk.

It is worth noting that 40 (116) firms with sigrdéint currency exposure have
positive (negative) exposure coefficients, whickrse to indicate that on average these
firms are exporting (importing) firms. The mean leange rate exposure coefficient in
Table 4.5, Panel A is -0.552, which indicates thatmedian firm in our sample, which is
mainly an importing firm, loses 0.552% in valyegdxiedby stock price returns) when the
Euro depreciates by 1%.

Likewise, our study also documents higher levelgxgosure when compared with
the findings of earlier studies on the extent ofefiest rate and commodity price
exposures. For German firms, Bartram (2002) fintleear interest rate exposure to be in
the range of 6.4% to 18.8%, and Bartram (2005)sfiticht the fraction of sample firms
with statistically significant commodity price exquge is roughly 4.5% to 15.9%.

The mean interest rate exposure coefficient in @dbb, Panel B is -0.089, which

corroborates Bartram’s (2002) assertion that irsgean interest rates are likely to have a

“3|n the year 2007, Belgian exports and imports W&&% and 70% of GDP, respectively; French exports
and imports were 21% and 23.2% of GDP, respectiijch exports and imports were 59.4% and 52.3%
of GDP, respectively, and Portuguese exports amita were 23.3% and 34.1% of GDP, respectively. In
comparison, in the US, exports and imports werg 8r8% and 14.3% of GDP, respectively (CIA, 2007).
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negative effect on firm value due to the consegeemt the investment level. This value
indicates that the median firm in sample loses89%0 with regards to an interest rate
increase of 1%.

Within the scope of commodity price exposure, Tabk Panel C documents that
111 (54) firms with significant exposure have pesit(negative) exposure coefficients,
which indicates that significant coefficients occpmimarily in industries where the
relevant commodities represent significant outpopyt) factors of production. In this
case, the mean commodity price exposure coeffidienfable 4.5, Panel C is 0.075,
which indicates that the median firm in our samms mainly output factors affected by
commodity price changes and increases 0.075% uk sidce when commodity prices
increase by 1%.

Moreover, from the analysis of Table 4.5, we obsdhat in all categories of risk
Portuguese firms presented fewer cases with sogmifiexposure. In contrast, in the scope
of exchange rate and interest rate exposure, Outol revealed a higher number of cases
with significant financial exposure. Even thougk tise of hedging instruments does not
vary significantly across countries (see sectieh Bable 3.4), it is worth noting that The
Netherlands has the highest usage rate of hedgstguments (92%) and Portugal the

lowest (63%).

4.4.2 Cross-sectional analysis: Determinants of financigbrice exposure

In a first approach, we estimate our baseline mad#l the continuous variable
(financial price exposure) estimated in the prengdiection as the dependent variable,
using OLS (equations 4.2, 4.3, and 4.4). Column® 2, in Table 4.6, report the
regression results of exchange rate, interest aatk commodity price exposure on

hedging instruments’ use by category of risk anudi operating profiles.

149



Table 4.6Firm financial price exposures and hedging

Hedging variable is assigned by category of risk Hedging variable representing all hedging instrumets
Independent . Predicted . Predicted
. Dependent variable . Dependent variable .
variables influence influence
EXP_FX EXP_IR EXP_CP EXP_FX EXP_IR EXP_CP
HEDGE_FX -0.377 -
(-1.44;
HEDGE_IR -0.051 -
(-1.28;
HEDGE_CP 0.026 -
(0.69)
HEDGE -0.466 -0.074 -0.089 -
(-1.42j (-0.97j (-1.95)*
NET_FX -0.078 na -0.124 na
(-0.23j (-0.36j
LEV 0.234 + 0.219 +
(5.29)*** (4.77)%*
TLTS 0.067 na 0.073 na
(0.91) (0.97)
Constant 2.295 0.345 0.282 2.389 0.385 0.347
(5.23)*** (5.16)*** (11.28)*** (4.73)*** (3.61)*** (7.73)**
Four-digit leB Yes Yes Yes Yes Yes Yes
code dummies
Observations 567 567 567 567 567 567
R 0.0176 0.0419 0.0231 0.0191 0.0411 0.0265

Note. The table shows the estimates of OLS regressiars6fo non-financial Euronext firms. The statistieported are obtained through Stata (version 1hhe predicted influence column

— na — means that there is no prediction. The bsaare: EXP_FX, EXP_IR, and EXP_CP representetsely the absolute value of exchange rate exgosuaterest rate exposure, and
commodity price exposure estimated earlier; HEDGE_HEDGE_IR, and HEDGE_CP are dummies which aregaed a value of 1 if a firm uses either exterrainternal foreign exchange
hedging instruments, interest rate hedging instnismand commodity hedging instruments, respectiMeDGE is a dummy which is assigned a value of & firm uses external and/or
internal hedging instrument®ET_FX proxies for the firm operating profile, measd by the absolute value of the difference betwise percentage of sales that are foreign and the
percentage of assets that are foreign; LEV is fitneverage that proxies for the probability mfaincial distress, measured by the ratio of lomgitdebt plus short-term debt to total assets,
and TI_TS is the proxy for the need to hedge conityquice, measured by the ratio of total inventtirytotal salest-values of the regressions coefficients are inqtheses and are computed
using robust standard errors. Statistical signifoeaat the 1%, 5%, and 10% levels is indicated*sy**, and *, respectively.
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The results of the OLS regression indicate thatretwny hedging activities
(HEDGE_FX and the degree of firms’ foreign involvemeMHT FX do not have a
statistically significant influence on the magnituof exchange rate exposure (column 2 in
Table 4.6). These results do not confirm our hypséls that foreign involvement relates
to the level of exposure (hypothesis 5a) and hefdgaduces it (hypothesis 4a), which is
in contrast with the results of Allayannis and Of@k01) and Jorion (1990). Moreover,
we follow Bali et al (2007) and investigate the fact that an increageedging in one
category of risk may reduce the exposure to riskanother category. Specifically, we
substitute the variable that represents currendgihg by a variable that proxies for the
hedging instruments inherent to all categoriesisk (HEDGE). Column 6 in Table 4.6
reports the results for this new specification. ©again, the results suggest that hedging
instruments’ use (hypothesis 6a) and firms’ opetatprofile (hypothesis 5a) are not
important to the individual exchange rate exposoirdhe firms analysed. Bakt al
(2007) also achieved divergent-hypothesis findings.

In the same way, the OLS analysis does not estahhy significant link between
exposure and hedgindtHEDGE_CB within the scope of commodity hedging-related
activities (column 4 in Table 4.6). As for the ques of whether the revenues from
commodity operationsT{_TS have an impact on the absolute value of commodity
exposure, the results also converge to an insggmfi impact. So, hypothesis 4c¢ and
hypothesis 5c are not corroborated either for itinislel specification. Nonetheless, when
we consider the use of th¢EDGE specification (column 8 in Table 4.6), OLS results
indicate that the coefficients on hedging actigitis significantly negative at the 10%
significant level (-0.089, with &statistic of -1.95), suggesting that hedging attis on

the whole reduce the level of exposure to commaoplitye risk (hypothesis 6¢). Again,
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there is no significant relationship between thesleof commodity price exposure and
revenues from commodity operations (hypothesis 5c).

Lastly, regarding the interest rate exposure, #salts show that the use of interest
rate hedging instruments is not a significant fadto the reduction of the inherent
exposure (column 3 in Table 4.6). Also, when weoithice theHEDGE specification
(column 7 in Table 4.6) the sensitivity for hedgingtruments’ usage remains negative,
but still insignificant. These results do not comfihypothesis 4land hypothesis 6b. As
for the question of whether leveradd={/) impacts upon the absolute value of interest rate
exposure, the results always converge, as expetttenl positive and significant impact
(for HEDGE_IR specification the coefficient is 0.234 witht-atatistic of 5.29 and for
HEDGE specification the coefficient is 0.219 witht-atatistic of 4.77). This last result
corroborates our hypothesis 5b and is in line \Biéintram’s (2002) view that firms with a
high level of leverage have the expectation of arglosts of financial distress, therefore,
interest rate exposure is positively related tmérleverage.

In light of the fact that most of the OLS regressimefficients are insignificant,
except for commodity price exposure with regardhe&HEDGE specification, this could
suggest that the use of hedging instruments isnmopdrtant to the lessening of individual
market risk exposures of the firms studied. It isrtw noting that a generally low
coefficient of determination was obtained (betwek@6% and 4.19% in all the
regressions). Yet, these results are consistehttivt ones of Allayannis and Ofek (2001)
that obtained 1.6% for the model specification whitre absolute value of exchange rate

exposure is used.
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4.4.3 Cross-sectional analysis: Determinants of financiaprice exposure controlling

for endogeneity

In the equations (4.2), (4.3) and (4.4), the firragposure to risk is explained by
whether or not the firm decides to hedge. Howewas, likely that firms that are highly
exposed to risk self-select themselves into theg&etirm group. As a result, it is likely
that the error in the regression will be correlateth the hedging dummy and will cause
bias. Therefore, in a second approach, we contra¢fidogeneity in the form of selection
bias by using the treatment effect model descrieatier through the equations (4.5) to
(4.10). Each pair of equations (4.5) and (4.8)6)(4and (4.9), and (4.7) and (4.10)
correspond to a category of risk.

To put into practice the treatment effect modelrapph we have to define a set of
instrumental variables which are highly correlatgth the treatment condition, but that
affect the outcome variable only through its effentthe hedging decision. In practice,
however, it is difficult to identify such instrumiah variables. In fact, early hedging-
studies (e.g., Carteet al., 2003; Lel, 2012; Lin & Smith, 2008) have choser th
instruments based only on economic reasons whiglyithat they have frequently relied
on weak instruments. Also, for economic reasonschase to use 14 potential variables
to the instrumenting of the decision equations )(4(8.6), and (4.7): (1) the ratio of
purchases of fixed assets to total ass€&PEX; (2) the firm-level governance index
(CG_INT); (3) the dividend yield dummyDd(V); (4) the ratio of long-term debt plus short-
term debt to total assetsEV); (5) the natural logarithm of total asse®4E); (6) the net
operating losses carry forward to total ass&&Xj, and (7-14) eight industry dummy
variables (ND). We present the summary of the treatment effexdehin Table 4.7 and

Table 4.8.
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Table 4.7Firm financial price exposures and hedging assignelly category of risk when controlling for endogendy

First stage probit . Second stage treatment regression _
Indgpendent Dependent variable I.Dred|cted Dependent variable Eredlcted
variables influence influence
HEDGE_FX HEDGE_IR HEDGE_CP EXP_FX EXP_IR EXP_CP
HEDGE_FX -1.820 -
(-2.39)**
HEDGE_IR -0.345 -
(-2.68)***
HEDGE_CP -0.337 -
(-2.08)**
NET_FX -0.015 na
(-0.03j
LEV -0.526 0.592 -0.195 + 0.301 +
(-2.01)** (3.26)*** (-0.56; (3.60)***
TLTS 0.060 na
(1.00)
Lambda §) 0.9160 0.201 0.216 +
(1.99)* (2.45)** (2.35)**
CAPEX -0.127 1.336 -0.634 +
(-0.14j (1.47; (-0.38j
CG_INT 0.144 0.136 0.140 +
(3.60)*** (3.56)*** (2.57)***
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Table 4.7Firm financial price exposures and hedging assigneoly category of risk when controlling for endogendy (cont.)
Second stage treatment regression

First stage probit _ _
Ind_ependent Dependent variable Ered|cted Dependent variable Predlcted
variables influence influence
HEDGE_FX HEDGE_IR HEDGE_CP EXP_FX EXP_IR EXP_CP
DIV 0.301 0.356 0.203 +
(2.36)** (2.90)*** (1.18j
SIZE 0.078 0.106 0.043 +/-
(4.28)*** (6.03)*** (1.96)*
TAX 0.255 -3.126 -5.807 +
(0.27j (-2.49)** (-1.37)
Constant -1.337 -2.996 -3.318 3.251 0.425 0.2886
(-3.39)*** (-7.50)*** (-5.79)*** (6.03)*** (7.12)** (9.38)***
Four-digit IC?B Yes Yes Yes Yes Yes Yes
code dummies
Observations 567 567 567 567 567 567
28.72* 52.87*** 71.50%**

Wald y?

Note. The table shows the results from the treatmentefégression estimated in a two-step procedur&6@rnon-financial European firms when hedgingalalg is assigned by category of
risk. The statistics reported are obtained thro8gita (version 10.1). In the predicted influenclimm — na — means that there is no prediction. Vdr@bles are: EXP_FX, EXP_IR, and
EXP_CP represent respectively the absolute valuexohange rate exposure, interest rate exposuce,cammodity price exposure estimated earlier; HEDBE HEDGE_IR, and
HEDGE_CP are dummies which are assigned a valdeifoa firm uses either external or internal foreigxchange hedging instruments, interest rate hgdgstruments, and commodity
hedging instruments, respectively; CAPEX proxiastfie firm investment level, measured by the raficapital expenditures to total assets; CG_INa fsm-level internal governance index
comprising seven governance mechanisms that taieaatount two governance dimensions (board magigisownership structure), and proxies for the finanagerial agency costs; DIV
proxies for the firm liquidity and is measured bguemmy which is assigned a value of 1 if the firividend yield is greater than the median yieldtfee sample; LEV is financial leverage
that proxies for the probability of financial distis, measured by the ratio of measured by the s&fang-term debt plus short-term debt to totaleds; NET_FX is the proxy for the firm
foreign operating profile, measured by the absokalee of the difference between the percentagmlefs that are foreign and the percentage of abestare foreign; SIZE proxies for the
firm size, measured by the natural logarithm cdltessets; TAX proxies for the convexity of firnx techedule, measured by the net operating lossesalcassets, and TI_TS is the proxy for
the need to hedge commodity price, measured byatiwe of total inventory to total salesvalues of the regressions coefficients are inqtheses. Statistical significance at the 1%, 5%, an

10% levels is indicated by ***, ** and *, respeatily.
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Table 4.8Firm financial price exposures and hedging when cdrolling for endogeneity

First stage probit

Indgpendent Dependent variable I.Dred|cted

variables influence
HEDGE HEDGE HEDGE

HEDGE

NET_FX

LEV -0.114 -0.114 -0.114 +
(-0.58j (-0.58; (-0.58j

TLTS

Lambda t)

CAPEX 1.274 1.274 1.274 +
(1.30j (1.30j (1.30j

CG_INT 0.176 0.176 0.176 +
(3.95)*** (3.95)*** (3.95)***

DIV 0.326 0.326 0.326 +
(2.30)** (2.30)** (2.30)**

SIZE 0.098 0.096 0.098 +/-
(4.77)x* (4.77)x* (4.77)***

Second stage treatment regression

Dependent variable I;:fT S::S:
EXP_FX EXP_IR EXP_CP
-1.804 -0.396 -0.403 =
(-2.29)** (-2.10)** (-3.28)***
-0.068 na
(-0.16j
0.207 +
(2.65)***
0.054 na
(0.92)
0.823 0.199 0.195 +
(2.79)* (2.79)* (2.70)***
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Table 4.8Firm financial price exposures and hedging when cdrolling for endogeneity (cont.)

First stage probit Second stage treatment regression
Independent . Predicted . Predicted
) Dependent variable . Dependent variable .
variables influence influence
HEDGE HEDGE HEDGE EXP_FX EXP_IR EXP_CP
TAX -0.106 -0.106 -0.106 +
(-0,11; (-0,11; (-0,11;
Constant -1.704 -1.704 -1.704 3.356 0.622 0.577
(-3.87)** (-3.87)x** (-3.87)*** (5.59)*** (4.24)** (6.08)***
SenelEnt (G Yes Yes Yes Yes Yes Yes
code dummies
Observations 567 567 567 567 567 567
Wald 28.80* 37.10%* 38.47%

Note. The table shows the results from the treatmenteftsgression estimated in a two-step procedur&6@rnon-financial Euronext firms when hedging &ale seek to represent all type
of instruments independent from the kind of riskytlserve as a hedge, for the reason that in teisifgm@tion we consider that an increase in hedgictiyities associated to one category of
risk may also impact upon the exposure to riskniotlaer category. The statistics reported are obthihrough Stata (version 10.1). In the prediatdldénce column — na — means that there is
no prediction. The variables are: EXP_FX, EXP_IR] &XP_CP represent respectively the absolute waflexchange rate exposure, interest rate expoantecommodity price exposure
estimated earlier; HEDGE is a dummy which is assiba value of 1 if a firm uses either externalnteiinal hedging instruments; CAPEX proxies for fiha investment level, measured by
the ratio of capital expenditures to total asséts; INT is a firm-level internal governance indexmrising seven governance mechanisms that takexotount two governance dimensions
(board matters and ownership structure), and psdgiethe firm managerial agency costs; DIV proXasthe firm liquidity and is measured by a dumwlyich is assigned a value of 1 if the
firm dividend yield is greater than the median gi@r the sample; LEV is financial leverage thatxpes for the probability of financial distress, aseared by the ratio of long-term debt plus
short-term debt to total assets; NET_FX is the pifox the firm foreign operating profile, measutggthe absolute value of the difference betweerp#ireentage of sales that are foreign and
the percentage of assets that are foreign; SIZKewdor the firm size, measured by the naturahidgm of total assets; TAX proxies for the conwgxf firm tax schedule, measured by the
net operating losses to total assets, and TI_Tigiproxy for the need to hedge commodity priceasuesd by the ratio of total inventory to totaksat-values of the regressions coefficients
are in parentheses. Statistical significance afl#e5%, and 10% levels is indicated by ***, ** c&n, respectively.
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In each treatment effect regression (equations#&,and 4.7), in columns 2-4 we
provide the results of the first stage probit regren and in columns 6-8 we display the
results from the exposure regressions after applifie treatment effect technique (the
second stage treatment regression). Table 4.7miseg® results for the estimations of the
equations (4.8), (4.9), and (4.10) when we considerhedging dummy by category of

risk.

The empirical findings from the treatment effecicleange exposure regression
(column 6 in Table 4.7) confirm, as expected, thatuse of currency hedging instruments
has a negative and significant influence on thereht exposure, which we proxy through
the absolute value of currency exposure estimawtiee (see section 4.4.1). The
coefficient (-statistic) estimate is -1.820 (-2.39). Indeed, tlme of exchange rate
instruments for hedge seems to be associatedessarllevel of exchange rate exposure.
This result is in line with our hypothesis dad with the resultBom Allayannis and Ofek
(2001). Moreover, the sensitivity for foreign firmgperations is negative, yet shows
insignificant statistical effects. This might beedto the fact that our foreign operations
variable only relates to the part of the exposima priginates from foreign sales and
foreign assets, while neglecting the impact onetkeéhange sensitivity of firm value from
foreign income and from the indirect exchange empmsvhen firms’ primary competitors
are foreign firms. Our results are contrary to dws (1990) findings that the relationship
between stock returns and exchange rates is palgitielated to firms’ foreign operations,
although this is not significant either. Therefdlee results do not corroborate hypothesis
5a.

As in the baseline model, the treatment effect aggion indicates a negative
relationship between hedging with interest ratérumsents and the absolute value of the

interest rate exposure (column 7 in Table 4.7), thig time this relationship is highly
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significant. In addition, there is also a positsignificant effect of leverage on interest
rate exposure, which is consistent with the findifrpm Bartram (2002). The coefficients
(t-statistics) estimates are -0.345 (-2.68) and 0(30d0), respectively. As expected, the
use of interest rate instruments for hedge redtivedevel of the underlying exposure
(hypothesis 4band highly levered firms have higher expected cobfmancial distress,
which make them more vulnerable to interest rigktfiations (hypothesis 5b).

Also, consistent with our hypothesis (hypothesisthat firms use risk management
instruments as a hedge, in the treatment effectessgpn we find a negative and
significant relationship between the use of comryodiedging instruments and the
absolute value of commodity-related exposure. Thefficient {-statistic) is -0.337
(-2.08). Other studies report similar results,,elgfano (1998) and Jin and Jorion (2006).
In addition, the sensitivity for revenues from cootity operations is positive, as
expected, however insignificant (hypothesis 5c).

The sign of all the coefficients on lambda (inveM#l’'s ratio) are positive and
statistically significant, indicating that the arrterm in the decision equation and the
exposure equation are positively correlated. A®sult, unobserved factors that make
hedging with currency, interest rate, and commogitize instruments more likely to
occur are associated with higher levels of exchamade, interest rate, and commodity
price exposure, respectively. These results ali@enwith the hypothesis 13a, hypothesis
13b, and hypothesis 13c.

When we hypothesize that an increase in hedgiogéncategory of risk may reduce
the exposure to risk in another category, we adake into account théedEDGE
specification. Table 4.8 presents the results har eéstimations of the equations (4.8),
(4.9), and (4.10) with thelEDGE specification. It is clear from Table 4.8 (colunths)

that the results of the treatment effect regresseamroborate the existence of a significant
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negative effect between the use of hedging instnisnend the absolute value of exchange
rate (hypothesis 6a), interest rate (hypothesis @od commodity price exposure
(hypothesis 6¢). We also verify that all the estedacoefficients of the inverse Mill's
ratios are positive and significant. Thus, thesmilte confirm that self-selection is also
important here. To be exact, the characteristies thduce a firm to be a hedger are
positively related to the firms’ financial expossirédgain, these results corroborate the
hypothesis 13a, hypothesis 13b, and hypothesis 13c.

By examining the control variables on equation®)(4(4.6), and (4.7), we verify
that there exists variation for the determinanteach type of hedging instrument. The
probit results indicate that siz8IZE) has a positive influence on hedging instruments’
usage (columns 2-4 in Table 4.7), which seems tooborate our hypothesis 11. This
result is largely consistent with expectations:géar firms that have access to risk
management expertise, or that have economies & scaedging costs, are more likely
to hedge.

Also, as expected, the probit results indicate firncial leveragelEV) has a
significant positive effect on the use of interestie hedging instruments (column 3 in
Table 4.7). This result suggests that firms witlyraater degree of financial distress
engage more often in hedging activities. Severtiias corroborate this prediction, e.g.,
Graham and Rogers (2002), Bartratral. (2009), and Lel (2012).

Contrary to expectations, financial leverag&YV) impacts negatively on the use of
currency (column 2 in Table 4.7) and commodity ooh 4 in Table 4.7) hedging
instruments. However, the statistical significarscenly achieved in the scope of currency
hedging instruments. These results are in line whth ones of Allayannis and Ofek
(2001), Carteet al (2006), and Hageliet al. (2007). Carteet al. (2006) argue that the

financial distress argument is suitable if all firens face identical costs of distress (if
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distress occurs). Yet, if firms with greater disgeosts optimally choose lower target debt
ratios, then the observed results appear morebleli&iven the results, hypothesis 10 is
only corroborated with regard to interest rate eglghstruments.

Also contrary to the expectations, the variable ogérating lossesTAX) has a
negative effect on the use of interest rate (col@nm Table 4.7) and commodity (column
4 in Table 4.7) hedging instruments, but the negatifect is only statistically significant
with regard to interest rate hedging instrument&is is in line with Graham and Smith
(1999) that documented a tax disincentive to hetligen net operating losses exist, but
limited to companies with expected losses. Theyudwnted that existing net operating
losses provide a tax disincentive to hedge for comgs with expected losses, but provide
an incentive to hedge for companies that are egpeict be profitable. In fact, variables
based on existing net operating losses can workweads for expected loss firms.
Graham and Smith (1999) also show that the firmas dhe most likely to have convex tax
functions are small, have expected income neaeto and alternate between profit and
loss. In our sample, we can observe that firms ribetntly accumulate losses tend to be
small, which suggests that these firms might fimel fixed costs associated with hedging
programmes implementation unaffordable, and asatrenot hedge at all. Summarizing,
only the relationship between interest rate hedgisguments’ usage and the tax variable
was significant, but the sign was opposite to firadicted, which means that hypothesis
12 is not corroborated.

As for the firm-level governance index and the dénd dummy variable, they are
generally in keeping with the expectations and e empirical studies (column 2-4 in
Table 4.7). Indeed, the degree of monitoring of agemial activities has an important
effect on a firm’s decision to use hedging instratee Therefore, better governed firms

are more likely to use hedging instruments in a weljable with shareholder-value
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maximization, which corroborates hypothesis 8, enth line with the findings of Lel
(2012). Also, firms with a lower dividend level, weh could be associated with higher
cash holdings, are less likely to implement excleangte and interest rate hedging
strategies, which corroborates hypothesis 9.

We find no significant relationship between hedgargd the level of investment
spending (hypothesis 7), and the sign of the wmais opposite to that predicted. This
opposite sign is consistent with the findings cirkland Judge (2008). Also Cartdral.
(2006) and Haushalter (2000) do not achieve gtalbt significance regarding this
variable.

Lastly, when we test if the increase in hedgingme category of risk reduces the
exposure to risk in another categoHEDGE specification), we achieve more consistent
results. Once more, we verify that: (1) larger firare more prone to hedge (hypothesis
11); (2) better governed firms are more likely tedhge in a way consistent with
shareholder-value maximization (hypothesis 8), @dirms with lower dividend payouts
are less likely to hedge (hypothesis 9). The ofimen level factors, such as firms’
financing (hypothesis 10), investment level (hymsik 7), and the shape of firms’ tax
schedules (hypothesis 12), do not appear to bertanoin the decision to use hedging
instruments, despite the fact that in this spediion the variable that represents the level

of investment spending achieved, as expected,iiygoelationship with hedging.

4 .5Conclusions and further directions

This study presents a comprehensive investigatigheofinancial risk exposures of
European non-financial firms, based on the analysBE67 firms during the period 2006-
2008. We built on previous studies that have useltifactor market models to access the

level of financial risk exposures (exchange ratdgerest rate, and commodity price
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exposure), all together. In addition, taking intmsideration the influence of both internal
and external hedging instruments, we extend thenteavestigation on the determinants
of such exposures, recognizing that financial eggosure and hedging are endogenous.

We document that our sample firms exhibit higherceetages of exposure to the
three categories of risk when compared to precedmgirical studies. In addition, we
found evidence that the use of hedging-relatedunsents is a significant determinant of
firm exposure to risk, but only when we considex #ndogeneity of hedging activities.
We also find reliable results when we consider tthet increase in hedging in one
category of risk reduces the exposure to risk iotlar category. By means of this
specification, we can confirm, as expected, thaghey impacts negatively upon a firm’s
inherent exposures.

As for the association between a firm’s operatingfifes and inherent exposures,
we only find evidence on the matter in the scopmiafrest rate risk. Moreover, the results
confirm that self-selection is an important isshrefact, the characteristics that induce a
firm to be a hedger are positively related to tl's financial exposures. Finally, in
terms of the remaining determinants of hedgingvdigs, we consistently verify that: (1)
larger firms have a stronger tendency to hedgechwbiipports the economies-of-scale-in-
hedging argument; (2) better governed firms tends® hedging instruments in line with
the firm value-maximization objectives, and (3)rfg with a lower dividend level are less
likely to hedge.

A possible limitation appointed to this kind of gyis the fact that the measure of
exposure used seeks to represent a net exposates th say, the exposure that remains
after the firm has engaged in some hedging actiNgnetheless, the evidence up to now
indicates that risk management instruments’ usggeusonext non-financial firms has a

statistical and significantly negative effect orpesure levels. Without doubt this is direct
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evidence that risk management instruments are lctised to hedge. But to clearly draw
a picture of a firm’s hedging behaviour regarding data, we must also analyse the
determinants of hedging decision. In light of timshe next section we proceed with the
analysis of hedging determinants, emphasizing tbednto control for firm-level

governance structures.
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CHAPTER 5

The use of risk management instruments and corporatgovernance

5.1Introduction

Theories suggesting that corporate risk managentsentalue-enhancing found
support in the existence of capital market impeides. They stated that: (1) by reducing
the probability of bankruptcy and costly financaibtress; (2) by fitting the need and
availability of funds through coordinating investmi@nd financing policies; (3) by fixing
the level of taxable income, and (4) by reducing tosts associated with agency
conflicts, risk management strategies can incréagevalue (see section 2.3).

The role of hedging in attenuating or intensifyithg agency problem, associated
with separation of ownership and control, has aagd a lot of controversy in the
literature. While, some researchers argue thatihgdgduces agency costs by reducing
the underinvestment and asset substitution prob{ergs Myers, 1977), others argue that
divergent risk preferences exist between managets shareholders. Consequently,
managers may use the investing and financing potitythe firm, and also risk
management to pursue their own risk preferenceg, (Bmith & Stulz, 1985; Tufano,
1996 and 1998).

Indeed, the empirical literature frequently recagsi the relationship between
corporate hedging and managerial agency confliotdg &rise from managerial risk
preferences (see section 2.3.2). However, otheoitapt determinants of managerial

agency conflicts exist, such as the level of mom of managerial activities (Lel,



2012), and have been rarely addressed in the tliteraThis different perspective
concerning managerial agency conflicts brings ghtlithe importance of governance
structures on corporate hedging decisions. Thezgtmrporate governance can be viewed
as an important determinant of risk managementities (Lel, 2012).

Our work intends to more closely analyse the issuarhat motivates the use of
hedging instruments. In particular, we contributethie bulk of empirical literature by
deeply analysing the link between firm-level goaroe mechanisms and firms’ use of
hedging instruments. Our primary assertion reliegh® fact that corporate governance
and several other firm characteristics affect en’rdecision to hedge. Nonetheless, we
have economic reasons to believe that some of @geessors of our model could be
endogenously determined. Along this line, we hadjesied our estimation methodology
to account for the fact that our endogenous vagiablinterest is binary and proceed with
instrumental variables probit estimation.

Our study contributes to the existing literatures@veral ways. Firstly, in contrast to
the bulk of empirical literature that commonly fees on no more than one type of risk
and on small industry-specific samples, we focudimancial risk as a whole and make
use of a broader sample of non-financial firms ssrall industries. Secondly, we use as a
proxy for hedging activities a variable that acasuimultaneously for the use/non-use of
on-balance sheet and off-balance sheet hedginguments, contrary to the majority of
prior studies that tend to associate hedging desvisolely with the use of derivatives.
Thirdly, we draw on a firm-level governance indexdeeply analyse the link between
firm’s governance structures and firm’s use of hegdnstruments. Finally, we rely on
the assertion that hedging, corporate governandeo#imer firm characteristics can be

simultaneously undertaken. Hence, we expand thstiegi literature by applying the
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AGLS and the 2SCML estimators to simultaneouslyessseffects across several
variables.

The chapter is organized as follows: section 5stulees the research framework,
which includes the development of the hypotheses the definition of the statistical
modelling. Sample and data description takes ptaceection 5.3. Section 5.4 presents
and discusses the empirical results. Finally, each.5 summarizes and concludes the

study.

5.2Research framework: Development of the hypothesesid proposed model

The focus of our investigation is the analysis e tharacteristics of corporations
that engage in hedging activity, emphasizing theartance of firm governance
structures. Our primary assertion relies on the tlaat firm-level corporate governance
and several other financial policies affect thenfg decision to hedge. However, based on
results of preceding works and on economic reaseashelieve that hedging decisions
must be considered simultaneously with governaecesibn and also with other financial
decisions made by firms.

In the one hand, a higher score of the firm-lev@agnance indexGG_INT) is
expected to represent a higher level monitoringhahagerial activities, which turns out in
better-governed firms that are more likely to persalue-maximizing hedging decisions
(Lel, 2012). On the other hand, hedging can induaeagers to invest larger stakes in the
firm because it promotes the lowering of firm r({&tulz, 1996) and in that way a firm’s
governance structure can be changed (Lel, 2012).

It was also suggested that agency costs of deditecelo underinvestment or asset
substitution problems are more evident in firmshwibore growth opportunities (e.g.,

Campello, Lin, Ma, & Zou, 2011; Haushalter, 2000yevk, 1977), as these firms would
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suffer most from failing to invest into the avaitprofitable projects, and also have
greater latitude in shifting their investments todg riskier assets. In addition, the
coordinating financing and investment rationalérégjuently tested along the same lines
as the underinvestment or the asset substitutipothgses at it also significantly depends
on available growth opportunities (Fragttal, 2003). Hence, if risk management is used
to protect the availability of funds to futures @siment programmes, theory predicts a
positive relationship between investment spendi@AREX and hedging (e.qg.,
Haushalter, 2000). Alternatively, hedging can iafiage the investment level through their
effect on the firm’s ability to finance its investmts (Lin & Smith, 2008).

Further, in our first empirical study (see chaptesection 4.4.3) it is observed that
some unobserved factors that induce firms to heugepositively associated with the
firm’s financial exposureEXP). In this sense, it is expected that firms withigher level
of exposure to financial risk engage more oftenhedging activities. Several other
researchers support this point of view (e.g., Hagalal, 2007). However, as outlined in
the results from our first empirical study (seeptka4, section 4.4.3) and also in line with
several other studies (Allayannis & Ofek, 2001; tBan et al, 2010; Hagelin &
Pramborg, 2004), the use of hedging instruments redinice the firm’'s exposure to
financial risk.

Lastly, it is expected that firms with a greategide of financial distress engage
more often in hedging activities (e.g., Lel, 2082nith & Stulz, 1985). To proxy for the
probability of financial distress, we use levergdgEV). However, as highlighted before
(see section 2.3.1.2), several pieces of reseaoh &advanced the possibility that hedging
allows firms to increase their debt capacity byuadg the probability of default

associated with higher debt (Stulz, 1996; GrahaRaogers, 2002).
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In the four preceding set of arguments the posilof endogeneity, specifically
reverse causation, between the firm hedging bebavand firm-level governance
structures, firm investment policy, firm financipglicy, and firm exposure to financial
risk are revealed to exist. However, despite tragitness of these arguments we cannot
proceed to the definition of our empirical framewaithout making a pre-assessment in
our empirical setting about the endogeneity betwhere firm decisions. So, in advance,
we performed a simple test of endogeneity by resgmgseach of the variables suspected
to be endogenous on the set of the other endogeagressoré? This procedure gives us
a clearly indication of the causal relationshipsaeen the possible endogenous variables.
We only validate our suspicious of endogeneity be scope of the firm’s corporate
governance and investment decisions.

If interest is in firms’ hedging behaviour aloneg would simply estimate this model
directly. However, as discussed above, this is \igely to be problematic given the
endogeneity between hedging, governance and ineestbecisions. In this sense a
correlation between the error term, and governamgk investment variables would be
expected. In this context the coefficient estimatbthe hedging model would be biased
and a simultaneous equations model should be emmbldye argue that is important to
model jointly the firm hedging and governance bébawy and the firm investment
spending set. Hence, analytically our structuratesy of equations is defined as follows:

HEDGE =a,, +a,, [CG_INT +a,, [CAPEX
+ B, DIV, + B, [EXP+ B, [LEV, + B, [SIZE + B, [TAX (5.1)

8
+Z:315+j DNDi t &
=1

*4 The regressions estimated are as follows:
HEDGE =a,+a, [CG_INT, +a, [CAPEX +a,[EXP +a, LEV +¢
CG_INT =a, +a, [HEDGE +a, [CAPEX +a,[EXP +a, [LEV +¢
CAPEX =a,+a,[CG_INT +a,HEDGE +a,[EXP +a, [LEV +¢
EXP =a, +a [CG_INT +a, [CAPEX +a,(HEDGE +a, [LEV, +¢
LEV =a, +a [CG_INT +a, [CAPEX +a,[EXP +a, (HEDGE +¢,
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CG_INT =a,, +a,, [HEDGE +a,, [CAPEX
+/821 DA‘DR +ﬁ22 [CG_EXT"-/BZS D_EVI +/824 ESle (52)

8
+ Zﬂ24+j DNDl + gl
j=1

CAPEX =a,, +a,, [HEDGE +a,,[CG_INT

8
+ B, [CASH+ 8, [LEV + B, [SIZE+3 B, (ND, +¢ (-3)
=1

To examine the cross-sectional relation betweemasf hedging decision and their
governance and financial characteristics, the dég@nvariable in our main equation
(equation 5.1) i4lEDGE, a dummy variable which is assigned a value dfalfirm uses
either external or internal hedging instruments @radherwise. As already discussed, it is
expected that hedging behaviour depends on the dloices on governance and on
investment matters, as well as an additional s¢he@fexogenous control variables made
known in the optimal hedging theory presented otise 2.3.

Stulz (1984) and Smith and Stulz (1985) focus omamgarial risk aversion as a
justification for risk management. They argue thak adverse managers tend to use
hedging if they have relatively undiversified firtgad and human capital, and if it is costly
to hedge on their own account. As a result, marsagexy be particularly interested in
maximizing their personal utility instead of creafishareholder value. In light of this,
theory states that a firm with a high governancellessures effective monitoring of
management activities, which in turn increases likelihood of derivatives’ use for
hedging purposes. This builds on the recent boditeyhture that acknowledges the role
of governance structures on hedging policies (&Atlayanniset al, 2012; Lel, 2012).
Regarding the variables used to measure the ldvelamagerial agency costs, several
authors have proposed measures of specific govegnamechanisms. For example,
Hagelin et al. (2007) analyse the impact of CEO shareholdingshedging decision,

namely when the CEO is the largest shareholderhmnvwhe/she comes from the family
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which is the largest shareholder in the firm. lagtelLel (2012) addresses the impact of
firm-level corporate governance on the determinanhtrms’ use of derivatives through
the use of a variable that seeks to measure ineggtg the quality of governance.
Following Lel (2012), we proxy for the level of mitaring of managerial activities with a
firm-level governance index comprising seven goaaoe mechanisms that take into
account two governance dimensions: (1) board nsaded (2) ownership structure (see
section 3.5.1). The main hypothesis to be tested is

HYPOTHESIS la: Better governed firms are more likely to use hedginstruments in
a way that is consistent with value-maximizing tte of hedging.

When a firm has high financial leverage and ithdésws are volatile, suboptimal
investment behaviour can arise — the so-called lpnobof underinvestment. That is
managers acting in the interest of shareholders Imaag an incentive to reject projects
with positive NPV, since shareholders have to mayttie whole investment, whereas the
returns from the investment accrue first to bondard. This situation leads to overall
firm value decline. So, corporate hedging by shgftcash flows from states in which cash
flows are sufficient to states where cash flowsiaseafficient to meet the firm obligations
can create value to shareholders. This can be\athigecause the future states in which
shareholders are the residual claimants increasehwneans that shareholders will be
less inclined to underinvest (Bessembinder, 19%thot et al. (1993) provide an
alternative explanation for the underinvestmentof@m, in which hedging can increase
shareholder value through harmonization of finagcand investment policies. They
suggest that, due to cash flow volatility imposedfihancial risks, a shortfall in internal
funds induces firms to reject positive NPV project®rder to avoid a very costly visit to
the capital market. Since hedging can reduce dasholatility, it enables the firm to
control the need for and the availability of int&@riunds to pursue optimal investment

projects, thus avoiding underinvestment. Moreokiedging also allows negotiating better
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contract terms and as a consequence lowering bimrgowosts (Smith & Stulz, 1985).
This is the case when firms can experience ageostg ©f debt arising from the so-called
asset substitution problem or risk shifting problg@nsen & Meckling, 1976). Thereby, if
firms are able to credibly pre-commit on a hedgtrgtegy, the situation described above
can be reduced or even avoided. Consequently, dfjihg reduces the bondholders’
expected loss conditions, it will reduce the regdirate of return of debt financing and
the existence of restrictive bond covenants.

The theoretical analysis provided above has reddaiag hedging can enhance firm
value if it can decrease the agency costs of dieias predicted that these agency costs
of debt are more evident in firms with more growibtions, as these firms could have a
high probability of underinvestment or asset subtstin (e.g., Campellet al, 2011,
Haushalter, 2000; Myers, 1977). Among the proxidsciv measure the existence and
magnitude of available growth opportunities is fivens’ capital expenditures (e.g.,
Bartramet al.,, 2009; Clark and Judge, 2008; Hagetiral., 2007; Haushalter, 2000; Lin &
Smith, 2008). Hagelinet al. (2007), justify that firms with more valuable gribw
opportunities are likely to invest more. So, we theeratio of capital expenditures to total
assetsCAPEX to proxy for investment spending and hypothetizd:

HYPOTHESIS 1b: Firms with a higher level of investment spending arore prone to
hedge.

In addition, the presence of liquid assets coultlce the need for hedging with
derivatives (e.g., Daviest al,, 2006; Géczt al, 1997; Marsden & Prevost, 2005; Nance
et al, 1993; Tufano, 1996). The common approach caneistising measures of liquidity
or the dividend yield. In fact, holding cash or etHiquid assets allows firms to cover
temporary shortfalls in revenues and to fulfil serm liabilities. As a result, the
probability of encountering financial distress educed. Indeed, low dividend payouts

could provide more liquidity. The empirical impligan of this argument is that firms with
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higher cash holdings or lower dividend payoutsless likely to hedge (e.g., Berkman &
Bradbury, 1996; Nancet al, 1993). We control for liquidity through dividengeld
dummy QOIV) and predict:

HYPOTHESIS 1c: Firms with a lower dividend level are less liketyltedge.

A firm with greater variation in cash flows or aegter fraction of their revenues
exposed to the risk considered, has greater patdmnefits from hedging. We use an
exposure variable that seeks to control for finangsk as a whole (exchange rate, interest
rate, and commaodity price risk). In advance, andina with Bartramet al. (2009), we
have classified the firms as being exposed to dgoreexchange, interest rate, and
commodity price exposure. This is accomplisheduphmut an augmented market model
that includes returns on the exchange rate indeai@es on the interest rate factor, and
returns on the commodity index, estimated in chagtesection 4.4.1. Then we take into
account the absolute value of each exposure andeddfimmy variables that identify
high exchange rate exposure for firms with absofixjgosure above the inherent sample
median exposure, and the same for high interestarad high commodity price exposure.
Finally, we create a “general high exposure” dumragiable EXP) that is equal to 1 if
any of the FX, IR, or CP exposure dummy variabdesqual to 1. The exposure argument
usually provides strong empirical evidence (e.g¢cZyet al, 1997; Hageliret al, 2007,
Purnanandam, 2008). Therefore, the hypothesis tedbed is as follows:

HYPOTHESIS 1d: Firms indicating a higher level of exposure to fin@l risk have the
chance of greater potential benefits from hedging.

The larger the debt relative to firm value andvthgability of cash flows, the higher
the probability of financial distress, as both @astincrease the probability of winding up
in bankruptcy in the future. Indeed, since the faitcash flows of the firm are subject to
uncertainty, situations can arise where a firm oanor is expected not to, fully and

timely meet its fixed payment obligations. Thisqllidity condition originates transaction

173



costs of financial distress (Warner, 1977). Unti&s &ssumption, hedging by reducing the

volatility of cash flows, and thus lowering the dikhood of financial distress and the

related deadweight costs that arise between bodédiwohlnd shareholders, can contribute
to maximizing a firm's value (Smith & Stulz, 1985)0 proxy for the probability of
financial distress, we use leverag&Y/), which is measured by debt ratio (e.g., Berkman

& Bradbury, 1996; Gay & Nam, 1998; Graham & Rog@@0)2). Most studies stated that

higher leverage leads to higher probabilities afoemtering financial distress and thus

interpret a positive leverage coefficient as eviadethat greater leverage increases the
likelihood of hedging (e.g., Bartragt al, 2009; Berkman & Bradbury, 1996; Graham &

Rogers, 2002; Haushalter, 2000; Judge, 2006; L@&122 Smith & Stulz, 1985). The

hypothesis to be tested is:

HYPOTHESIS le: Firms with a greater degree of financial distrabgreby with a
higher level of debt, are more likely to engage enoiften in
hedging activities.

Moreover, we use the natural logarithm of the tatdetsSI1ZE to control for firm
size. Nanceet al. (1993) argue that corporate risk management mgyobgively related

to firm size because economies of scale may apthieg operative and transaction costs

of hedging. However, taking financial distress hyyasis into account, the authors predict

that smaller firms deal with relatively high cosfsfinancial distress, so it is also possible
that they are more likely to hedge. This is in lmiéh the view of Warner (1977), where
direct costs of bankruptcy are less than propaatiom firm size. Also, the tax motivation
hypothesis predicts a negative relation betwees @ hedging, on the assumption that
smaller firms are more likely to have taxable ineom the progressive region of the tax
schedule (Graham & Smith, 1999). Thus, the effédirm size on hedging activities is
uncertain and shall be empirically determined:

HYPOTHESIS 1f: Firm size is expected to be associated with theliikod of
hedging.
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Smith and Stulz (1985) suggest that if pre-tax ineais subject to a convex tax
function, then the volatility of pre-tax incomedsstly to the firm. In this case, hedging
taxable income by reducing the variability of pag-tncome reduces a firm’s expected tax
liability and consequently increases the expectei-fax value of the firm, as long as the
hedging costs do not exceed its benefits. In tbigext Smith (1995) considered three
general sources of effective tax function convexdy firms: tax rate progressivity, the
existence of a minimum tax, and limitations on tlse of tax credits, the so-called tax
preference items. From the preceding analysisplioWs that the benefits of hedging
should be greater i) the higher the probability firen’'s pre-tax income is in the
progressive region of the tax schedule; ii) theatgethe firm’s tax loss carry forwards is,
and iii) the greater the firm’s other tax credite.arhe vast majority of the variables that
are used to test the relation between taxes andatlees’ usage are based on the
existence of net operating losses (e.g., Géaizwal, 1997; Howton & Perfect, 1998;
Marsden & Prevost, 2005; Naneeal, 1993; Tufano, 1996). In light of this, we use the
ratio of net operating losses to total assé&sX as a proxy for the convexity of a firm’s
tax schedules. The hypothesis to be tested idlasvio

HYPOTHESIS 1g: If the firm incurs tax losses which will be carriédrward, the
probability of the firm’s engagement in hedginglveg higher.

In line with the hypothesis predicted above, thefficients of endogenous variables
(e11 andaszo) in equation (5.1) are all expected to be positRegarding the exogenous
control variablesp1, f12, 13, andfis are expected to be positive gfyd could be either
positive or negative.

The governance model (equation 5.2) uses the #xal governance index
(CG_INT) as the dependent variable. As already discussedexpect thatCG_INT
depends on the firm’s hedging behaviour, becauskyihg by decreasing the firm’s

financial risk can induce a higher level of insiddrareholding and in that way a firm’'s
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governance structure can be changed (Lel, 2012)eekh in accordance with the
management entrenchment hypothesis, when managenhalate stock, the capability of
outside investors to monitor managerial non-valcigvidies decreases; so, they are in a
better position to become entrenctf¢h that way a firm may be forced to improve their
governance structure. Therefore, we expect thagihgdnstruments’ useHEDGE) has a
positive effect orCG_INT.

We also expect tha€CG_INT depends on the firm’s investment and financing
choices, as well as on additional exogenous comtmoables. Therefore, firms with good
growth opportunities are expected to need to raidernal financing, but to obtain any
external financing they are forced to improve tlggwernance structure. This is because
better governed firms increases investors’ williegmto provide financing and this should
be reflected in lower costs and greater availgbdftexternal financing (Klapper & Love,
2004). As forHEDGE, we expect again a positive relationship betw€&h INT and
investment CAPEX, and financingl(EV) proxies.

Firms issuing American Depository Receipts in th8 dre subject to stricter
governance listing requirements, so these firmsexgected to have better corporate
governance rankings. To test this prediction, vetuithe a dummy variable that is assigned
a value of 1 if a firm is issuing American Deposjt&eceipts in the USADR), and 0
otherwise (Beineet al, 2006). We also include as a control variable anty-level
corporate governance inde€G_EXT). This index is computed as the common factor
derived from a principal component analysis of fireasures of country-level governance
mechanisms (see section 3.5.2). La Pettal. (2002) point out the view that firms
located in countries with a weak legal environmergy not have much flexibility to

improve their own investor protection and consetjydrave weak firm-level governance

% On this matter, Morclet al. (1988), among others, documented an inverted Peshaelationship
between insider ownership and firm performance. &lgmthey find a negative ownership-performance
relationship when managerial ownership is in theyeaof 5% to 25%.
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structures. In reverse, according to Klapper andelL(2004), it is possibly to observe
better firm-level governance in countries with ggdegal systems as these firms would
be more in “need” of good governance mechanisniopensate for their poorly legal
systems.

Finally, we analyse the effect 81ZEin CG_INT. On the one hand, it is recognized
that larger firms may have greater agency costs thrtefore need to enforce their
governance structures; in contrast, small firms imaye better growth opportunities, and
in line with the investment argument, may thereftirel it optimal to improve their
governance (Beineet al, 2006). In accordance with the arguments offergolve, the
coefficient of endogenous variables; and a; in equation (5.2) are expected to be
positive. With regard to the exogenous control atalgs,f,1 and .3 are expected to be
positive. Moreover f,, and f,4 might be either positive or negative. In summarg th
hypotheses to be tested are:

HYPOTHESIS 2a: Firms that hedge are associated with a higher tguatifirm-level
governance structures.

HYPOTHESIS 2b: Firms with more growth options are expected to wnpr their
governance structures.

HYPOTHESIS 2c: Firms issuing American Depository Receipts are etqeto have
better governance ratings.

HYPOTHESIS 2d: Country-level governance provisions influence fiewel
governance performance.

HYPOTHESIS 2e: Firms with more external financing are expectedntprove their
governance structures.

HYPOTHESIS 2f: The size of the firm is expected to influence figwel governance
performance.

Finally, the investment model (equation 5.3) usagital expendituresQAPEX as
the dependent variable. Ross (1996) argues thajingedo increase leverage may not

mitigate the underinvestment problem, since if firmcrease debt capacity after hedging
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then this higher leverage increases the agency afodebt that, in turn, leads to the
incentive for underinvestment. So, we expect thaW impactsCAPEXnegatively (Lin &
Smith, 2008), however, as for the expected reldtewveerHEDGE andCAPEX another
hypothesis has to be considered: hedging redueesmdtidence of investment restrictions
on loan agreements, and, at the same time, redoeaosts of external financing, which
should give the firm greater flexibility in its iegtment decisions. Testing this hypothesis
Campelloet al. (2011) find that hedgers are able to invest more than hexgers.
Therefore, from a theoretical point of view, thdeef of HEDGE on a firm’s capital
expenditures is ambiguous.

Following Bauer, Braun and Clark (2008), we prethett firms with higher overall
scores on corporate governance should be more miredeinvestment spending, which
leads to a negative relation betwée@ INTandCAPEX

Again, we predict that small firms should have tgeéuture investment opportunity
sets (Lin & Smith, 2008). Finally, we include thast flow CASH variable to proxy for
the availability of funds and predict that a higherel of CASHimplies a higher level of
investment (Lin & Smith, 2008).

In accordance with the arguments just presentedcdefficient of the endogenous
variableas, in equation (5.3) is expected to be negative, &edcbefficientas; could be
either positive or negative. With regard to thegewous control variablegs; is expected
to be positive, anfls;andfszare expected to be negative. Therefore, we tegotlosving
hypotheses:

HYPOTHESIS 3a: The implementation of a hedging programme at thm fievel
should have an impact in its investment spending.

HYPOTHESIS 3b: Firms with higher governance ratings should be nmrelent on
investment spending.

HYPOTHESIS 3c: Firms with a higher level of cash should have ahéiglevel of
investment.
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HYPOTHESIS 3d: Firms with higher leverage should have an incentifge
underinvestment.

HYPOTHESIS 3e: Small firms have probably more future investmergafunities.

Lastly, to control for differences in hedging belvav between industries, we
include eight industry dummy variabldsID) in all three equations of our system.

Our system of equations includes 8 exogenous, coaiueating for the eight industry
dummy variables, and three endogenous variables.ofther condition for identification
states that if an equation is to be identified, thenber of predetermined variables
excluded from the equation must be greater thaegaal to, the number of the included
endogenous variables minus 1. Therefore, at leasbf the exogenous variables must be
excluded from any single equation to identify tlystem. Regarding the order condition
for identification, all the equations of our systane over-identified.

To verify the rank condition we use Table 5.1, Pakein which “x” indicates a
variable appears in the given equation and “0”aatés a variable does not appear in the
given equation. As a result, Panel A exhibits thk@ B3 matrix of 0's and x’s. For each
equationi we first select the columns corresponding to theables that do not appear in
the equation. From this submatrix we delete rawif the remaining submatrix has rank
greater than the number of the included endogerauables minus 1, then the rank
condition is satisfied for the equation and theapaeters of the equation are identified.

Panel B shows the submatrix inherent to hedgingaégu Panel C shows the
submatrix inherent to governance equation. PanahBws the submatrix inherent to
investment equation. From the analysis, we condhdein each of the submatrix the two
rows are linearly distinct. So, in each of the sabir the rank is 2 and all the equations

are identified.
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Table 5.1Rank condition for identification

Panel A. Main matrix of 0's and x’s

Variables
Equations 1 2 3 4 5 6 7 8 9 10 11
Hedging X x X X x x x x 0 0 0
Governance X X X 0 0 X X 0 X X 0
Investment X X X 0 0 X X 0 0 0 X

Panel B. Relevant submatrix of hedging equation

X X 0

0 0 X

Panel C. Relevant submatrix of governance equation

X X X 0

0 0 0 X

Panel D. Relevant submatrix of investment equation

X X X 0 0
0 0 0 X X

Note. Panel A Variables are as follows: (1) HEDGE is andw which is assigned a value of 1 if a firm rdapdhe
use of either external and/or internal hedgingrimeents; (2) CG_INT is a firm-level internal govante index
comprising seven governance mechanisms that ta&eatcount two governance dimensions: board nsatiad
ownership structure; (3) CAPEX is the ratio of cab@xpenditures to total assets; (4) DIV is a dunmwinych is
assigned a value of 1 if the firm dividend yieldgieater than the median yield for the sample E&P is a dummy
which is assigned a value of 1 if the firm has@ithX, IR or CP exposure above the median exposutthé sample;
(6) LEV is the ratio of total debt to total assdf®) SIZE is the natural logarithm of total assé®&); TAX is the net
operating losses to total assets; (9) ADR is a dumiigh is assigned a value of 1 if a firm is isguidmerican
Depository Receipts; (10) CG_EXT is a country-levevgrnance index which is computed as the commotorfac
derived from a PCA of five measures of country-legevernance mechanisms, and (11) CASH is the rdtio o
EBITDA minus the sum of tax, interest expenses,@mdmon dividend to total assets.

As uncovered before, our structural system ofaiqos takes into account the mix
of two different types of dependent variables ia thodel, one discrete choice variable
(HEDGE) and two continuous variable€G _INT and CAPEX. This special case of
cross-sectional limited dependent models with eedogs explanatory variables is
discussed in Amemiya (1978), Maddala (1983), Ne{987), and Rivers and Vuong
(1988)*° These authors suggest two types of consistenuimsntal variables estimators.
First, Amemiya’s Generalized Least Squares (Ameml@¥8; Maddala, 1983; Newey,

1987) later on labelled AGLS, and second, Two-Stageditional Maximum Likelihood

%6 Most of the discussion of the econometric probleassociated with multi-equation models with
reciprocal causation has focused on models withimoous dependent variables. However, 2SLS and 3SLS
estimators do not formally account for discreteagrahous variables.
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(Rivers & Vuong, 1988), labelled 2SCML. Even thowgjimultaneous equations systems
that involve limited and discrete dependent vadaldre used commonly in economics,
sociology and the political science literaturehats been rarely applied in the context of
hedging literaturé’

In advance, to test for the presence of endogengdyfollow Adkinset al (2007)
and apply the 2SCML. The idea behind the 2SCML aagh is to model the endogenous
continuous regressors as a linear function of tRegenous regressors and some
instruments. The parameters from these reduced-égumations are then used to generate
the residuals, which are included in the structprabit equation as additional variables
with corresponding parameters to be estimated extsdétond-stage probit. Rivers and
Vuong (1988) conclude that the 2SCML performs reably when compared to the
maximum likelihood estimator when instruments alassified as being very strong.
However, they did not assess the behaviour of 2S@stimator when instruments are
weak. Alvarez and Glasgow (2000) analysed the pti@geof 2SCML using Monte Carlo
simulations and conclude that the model perfornmg well in large samples. In addition,
the 2SCML model offers an explicit statistical tést endogeneity. Rivers and Vuong
(1988) suggest a test analogous to the usual Wsld the likelihood ratio test - that has a
chi-square distribution with degrees of freedom atqw the number of endogenous
variables in the probit equation. In effect, tHeelihood ratio test will be the test statistic
associated with the exogeneity null hypothesishdf null hypothesis cannot be rejected,
we should use the estimates from standard prol@guation (5.1). In contrast, if the null
hypothesis thaCG_INT and CAPEX are exogenous is rejected, we then estimate the

hedging regression (equation 5.1) by using the A@h&the 2SCML estimators.

*" To the best of our knowledge, the two exceptiores lan and Smith (2008), and Adkins, Carter and
Simpson (2007). This last study is applied to feiahfirms.
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Unfortunately, Stata does not run second-stagenastins from the governance
model (equation 5.2) and investment model (equdiiB), so we recovered the structural
parameters of these models by using the SUR framkeWdithin a context of 2SCML
estimation, Gilbert and Oladi (2012) have suggesieduse of a standard approach to
simultaneous equations — 2SLS or 3SLS — to recthwerparameters of the additional
structural equations. Yet, such models can be ao&cbinto multi-equation systems in
which the errors share a multivariate normal disition. The literature has historically
focused on multi-stage procedures for estimatingechimodels, which are more efficient
computationally, if less so statistically (e.g., ddala, 1983, chapters 7 and 8), than
maximum likelihood. While SUR is not a true maximulikelihood estimator, it
converges to the same solution as maximum liketiHomsed SUR.

The AGLS estimator implies the same first-stageasgjon as the 2SCML, but the
second-stage is somewhat different. As beforerdbieluals from reduced-form equations
are included as additional explanatory variables.atldition, observed values from
endogenous explanatory variables are replaced soyeiduced-form predicted values.
Since the second-stage of AGLS involves the useredicted values, the standard errors
of the second estimates need to be correctedhioestimation the Stata (version 10.1) is
used and it relies on Newey's (1987) formulae torexi for standard errors. Yet,

estimation of 2SCML is obtained through Gretl (v@nsl.9.1).

5.3 Sample selection and descriptive statistics

Our sample consists of all non-financial firms dstin Euronext described in
chapter 3 and is the same as that used in the studhapter 4. Table 5.2 presents
summary statistics for proxies related to incergti¥@ hedging and tests the means of

these variables for hedgers and non-hedgers.
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Table 5.2.Comparison of means for hedgers and non-hedgers

Hedgers Non-hedgers

Variables (N = 456) (N =111) t-statistic?

Mean  Median Std. dev. Mean Median Std. dev.
CAPEX 0.057 0.043 0.054 0.050 0.024 0.086 -0.507
CG_INT 3.482 4.000 1.594 3.135 3.000 1.609 -0.347**
DIV 0.537 1.000 0.499 0.342 0.000 0.477 -0.195***
EXP 0.754 1.000 0.431 0.784 1.000 0.414 0.293
LEV 0.243 0.227 0.182 0.242 0.148 0.521 -0.001
SIZE 17.797 18.414 3.858 16.077 17.319 3.082 -¥f719
TAX 0.014 0.000 0.058 0.026 0.000 0.074 0.0i2*

Note. The table reports summary statistics for proxielsted to incentives for hedging. Statistics rembrare
obtained through Stata (version 10.1). Variablesaa follows: CAPEX is the ratio of capital expeuadis to total
assets; CG_INT is a firm-level internal governairagex comprising seven governance mechanisms dhkatinto
account two governance dimensions: (1) board nsaged (2) ownership structure; DIV is a dummy whish
assigned a value of 1 if the firm dividend yieldgieater than the median yield for the sample; EXR dummy
which is assigned a value of 1 if the firm has@ithX, IR or CP exposure above the median exposuithé sample;
HEDGE is a dummy which is assigned a value ofd fifm reports the use of either external and/terimal hedging
instruments; LEV is the ratio of total debt to tadasets; SIZE is the natural logarithm of totalets, and TAX is the
net operating losses to total asse&atistics are given for tests of the equalityn@fans between hedgers and non-
hedgers. ***, ** and * denote statistical signifioce of the-test at the 1%, 5%, and 10% levels, respectively.

t-tests assume equal variances.

From the analysis, we find that hedgers are la(§&ZB), have a higher dividend
yield (DIV), therefore less liquid assets, and exhibit maity of firm-level governance
(CG_INT) than do non-hedgers. Contrary to expectationsalse find that hedgers have
less tax losses carry forwar@fAX). These univariate results provide some prelinyinar
support for a few of our main hypotheses. In thet section more rigorous tests will be
performed.

Table 5.3 presents the Pearson correlation matriypfoxies related to incentives
for hedging. The pair-wise correlations are gemgrédw. The highest correlation
coefficient takes place between firm-level govep®aindex CG_INT) and firm size
(SIZB), and is around -0.339, which suggests that sfiralls may have better growth
opportunities, and in line with the investment angut, may therefore adopt better

governance structures (Beinet al, 2006). Moreover, we also find a negative and
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significantly correlation (-0.258) between the taiable TAX) and the dividend yield
dummy QIV). This relation is as expected. Indeed, it is walithe payment of dividends

in companies with tax losses carry forward.

Table 5.3Pearson pair-wise correlation coefficient matrix

Variables CAPEX CG_INT DIV EXP LEV SIZE TAX

CAPEX 1.00G

CG_INT  -0.012 1.00G

DIV -0.014 -0.025 1.00G

EXP -0.026 0.086** -0.158*** 1.00G6

LEV 0.047 0.037 -0.015 0.001 1.00G

SIZE 0.004 -0.339*** 0.194**  -0.043 0.016 1.00G

TAX 0.058 0.076* -0.258*** 0.032 -0.031 -0.196**  1.000

Note. The coefficients of correlation are obtained tiglouStata (version 10.1). This table provides thar&m
correlation matrix for the explanatory variablegdisn probit regression of hedging decision and d@ksociated
significance levels. Variables are as follows: CXPE the ratio of capital expenditures to totaleissCG_INT is a
firm-level internal governance index comprising ex@vgovernance mechanisms that take into account two
governance dimensions: (1) board matters and (2eoship structure; DIV is a dummy which is assigaedilue of

1 if the firm dividend vyield is greater than thedian yield for the sample; EXP is a dummy whictassigned a
value of 1 if the firm has either FX, IR or CP egpoe above the median exposure for the sample;ikEhe ratio of
total debt to total assets; SIZE is the naturahfithm of total assets, and TAX is the net opegatosses to total
assets. The significance levels are indicated By, "and *** that represent 10%, 5%, and 1% levelspectively.

Two more interesting results are: (1) the posiéind significant correlation (0.194)
between firm size SIZE and the dividend yield dummyD(V), which corroborates
Mitton’s (2004) view that larger firms have high#ividends, and (2) the negative and
significant correlation (-0.196) between firm si&ZE) and the tax variableT@X). In
fact, according to Graham and Smith (1999), firhreg are most likely to have convex tax
functions are small, have expected income neaetto, 2nd alternate between profit and

loss.
5.4 Results and discussion
5.4.1 The effect of governance on hedging: Instrumentalariables probit approach

Standard probit regression for the hedging modwilte may be misleading because

they ignore the possible interdependences betweem liedging policy, firm-level
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governance practices and firm investment policyuslbbecaus€G_INTandCAPEXare
believed to be endogenously determined, instrurhersaables estimation is used to
estimate the hedging model (equation 5.1). As dthtfore, Stata does not run second-
stage estimations from the governance model (emuabi2) and investment model
(equation 5.3), so we use the SUR estimator tovegcthe structural parameters of these
two models. In advance, we must evaluate the wgladithe instruments to be used. Then,
we analyse explicitly the endogeneity of the instemted variables (governance and
investment) that in general can be misleadingdfittstruments are not valid.

To put into practice IV estimation we have defireedet of instrumental variables,
which affect each endogenous explanatory variablg, not, at least directly, the
likelihood of hedging instruments’ use. We use tpatential variables to instrument
CG_INT: (1) a dummy variable that assigned the value ibfalfirm is issuing American
Depository Receipts in the USADR), and O otherwise, and (2) a country-level
governance index that is computed as the commaorfaerived from a PCA of five
measures of country-level governance mechanisnes gsetion 3.5.2). Finally, we use
cash flow CASH as a potential instrument f&QAPEX.

A valid instrument has a strong correlation withe tendogenous variable
(instrument relevance), but is not correlated wlik error term of the structural equation
(instrument exogeneity). However, in reality it extremely difficult to find such
instruments. Therefore, most empirical studies woeith imperfect instruments. These
imperfect instruments are either exogenous, butehavlow correlation with the
endogenous variable of interest (the so-called westkuments) or are not exogenous but
have a high correlation with the endogenous vagidlile so-called quasi-instrumental

variables).
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In order to test for the relevance (correlationhwtie endogenous variable) we use
the first-stage regression of governance and ime&st models. Therefore, Table 5.4

presents the summary results from reduced-formrgavnee and investment models.

Table 5.4Relevance and exogeneity of the instruments

Dependent variables

Instrumental variables CG_INT? CAPEX?
ADR 0.228 0.008
CASH -0.593 0.213%*
CG_EXT 0.521%** -0.002
Relevance Tests:

Shea’s Partial R 0.16 0.11

F test for IV significance

(Ho: The instruments are 17.97%* 6.25%**
weak)

Minimum eigenvalue test (Stock & Yogo, 2005) 23.40**

(Ho: The instruments are weakly correlated to the

endogenous variable)

Overidentifying restrictions test:

Sargan tesp(l2 (Ho: The error term is uncorrelated
with the instruments) A7

Note. The estimates reported here are obtainedghrStata (version 10.1). The table summarizesndteumental
variables results as of the reduced-form equatibhs.endogenous variables are as follows: CG_INA fism-level
internal governance index comprising seven govaemmamechanisms that takes into account two goveenanc
dimensions: (1) board matters and (2) ownershiggire; CAPEX is the ratio of capital expendituresatal assets;
The instrumental variables are as follows: ADR iduemmy which is assigned a value of 1 if a firm gsuing
American Depository Receipts; CASH is the ratio BIEDA minus the sum of tax, interest expenses anmdroon
dividend to total assets; CG_EXT is a country-legeVernance index which is computed as the comractorf
derived from a PCA of five measures of country-ley@/ernance mechanisms. The significance levelidieated
by *, **, and *** that represent 10%, 5%, and 1% respectively.

3The results for the other explanatory variableseHasen suppressed to preserve sgager a significance level of
5%, two potentially endogenous regressors, threeuments and tolerating a bias of 10% of IV estimeelative to
OLS, the critical value is 13.43We perform a Sargan test based on a two-stagesigaares estimat4?.

We now focus on the results obtained for the redidoem for each endogenous
explanatory variable@G_INT and CAPEX. In Table 5.4 we provide the test for the
relevance and exogeneity of the instrumental viegatNamely, we report the instrument
coefficient estimates, their significance level®e Shea’s partial Rand theF statistic of

the joint test of instrument significance for eamduced-form equation. However,

8 We are not aware of any similar statistics fotitgsinstruments that explicitly accounts for a dnoyn
endogenous variable.
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because our tests include more than one endogeegressor in the structural model, we
should report the minimum eigenvalue of the masmalogous of thé& statistic that is
defined in Stock and Yogo (2005) as a test of waeakuments. So, the null hypothesis to
this test is that instruments are weak againsaltieenative that they are strong.

Further, we perform the Sargan test as a testeobEXogeneity of the instruments.
The fact that the number of instruments exceedstimeber of endogenous regressors,
i.e., the model is overidentified, allows testingether the instruments are uncorrelated
with the error term from the main equation (i.eeyt are exogenous). It is tested whether
all instruments are exogenous assuming that a ¢eesbf the instruments is exogenous.
So, the null hypothesis is that the error termnisaurelated with the instruments, i.e., the
instruments are exogenous.

Concerning the relevance tests, Fhtests of the significance of the instruments for
each reduced-form equation reported in Table 3l¢ tes that that the instruments are
always significant. Further, the partial Shea ()99% all exceed the suggested (“rule of
thumb”) hurdle of 10%. The Stock-Yogo weak idecation test has a value of 23.40
(Cragg-Donald--test), which is higher than the critical valuel@43 for rejection at the
5% significance level’ So, the tests indicate that the instruments aneleted with the
endogenous variable of interest, because the gpbthesis is rejected. Instead, Table 5.4
also shows that Sargan test statistic is not sggmtf, indicating that we cannot reject the
null hypothesis of exogeneity of the instrumentsl @onclude that the overidentifying
restriction is valid. To sum, the various statstsriggest that our instruments are valid in

explaining the variation of our model’s potentiadigdogenous regressors.

9 According to Stock and Yogo (2005), when we have instrumented variables and three instruments,
the Cragg-DonaldF statistic must exceed 13.43 if we are confidenhat5% level, when a less than 10% of
the OLS bias is tolerated.
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Since our instruments appear to be valid, we poe®rder to explicitly assess if
CG_INT and CAPEXare indeed endogenous with regardHBDGE. To this end, we
carry out the likelihood test of exogeneity progb&y Rivers and Vuong (1988). Table
5.5 shows that the likelihood ratio test for theCRB. model versus a similar model

without the two parameters for the reduced-fornorariyields gy of 35.18, which is

larger than the critical value of 5.99 at a sigmafice level of 5% and two degrees of
freedom, showing the joint significance of theserapeeters. Also, the Wald test
performed when we estimate AGLS allows the rejectibexogeneity null hypothesis at
conventional level of significance. Therefore, moi@ endogeneity between firms’
hedging and investment policies and firm-level goaace practices seems to be evident
and needs to be accounted for. Moreotstatistics on the residuals (Table 5.5, column
1) of each of the endogenous variables clearlycatdithat an endogeneity problem arises
in the governancedG_INT) and the investmenCAPEX variables.

Given that the governanceCG_INT) and investment GAPEX are really
endogenous, we proceed to estimating the hedgingtstal equation (equation 5.1) using
AGLS and 2SCML, while the governance and investnsémictural equations (equations
5.2 and 5.3) are estimated through the SUR estimatiethod. Table 5.5 reports the
results of the structural equations of hedging giIsRSCML estimation (column 1),
hedging using AGLS estimation (column 3), firm-legerporate governance (column 4),

and investment (column 5).
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Table 5.5:Second-stage hedging, governance and investmentasbresults

Dependent variables

(1/2) 3) 4) )
Independent Predicted HEDGE HEDGE® CG_INT® CAPEX"
HEDGE? na|nal+|+/- 0.758%*** 0.016**
(4.91) (2.42)
CG_INT?® +|+]|na]- 0.81 7% 0.187 0.810*** -0.003*
(6.72) (5.32) (-1.68)
CAPEX?® +|+|+|na -0.494 -0.113 -0.483 -1.557
(-0.16) (-0.13) (-1.64)
DIV +|+|na|na 0.193 0.044 0.187
(1.29) (1.03)
EXP +|+|na|na -0.235 -0.051 -0.237
(-1.52) (-1.17)
LEV +]+]+]- -0.342 -0.078 -0.342 0.623*** 0.008
(-1.13) (-1.32) (2.95) (0.90)
SIZE H-| - |+ - 0.192%** 0.044 0.192%*= -0.057*** -0.002**
(7.45) (5.60) (-2.66) (-2.56)
TAX +|+|na|na -0.186 -0.043 -0.154
(-0.18) (-0.12)
ADR nalna|+|na 0.195
(1.29)
CASH nalna|nal+ 0.138***
(6.08)
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Table 5.5:Second-stage hedging, governance and investmentdebresults(cont.)

Dependent variables

(1/2) 3) (4) )
Independent Predicted HEDGE HEDGE® CG_INT® CAPEX*
CG_EXT na|na|+/-|na 0.476***
(8.70)

CG_INT_errof -0.758%*

(-5.84)
CAPEX_errof 2.016%***

(3.63)
Constant -5.158*** -5.134*** -2.627*** 0.057***

(-6.59) (-5.04) (-2.63) (3.63)
Four-digit ICB Yes Yes Yes Yes
code dummies
Pseudo B Wald test/ R? 0.179 / 85.5%* 52.39*** 0.263 0.11G
Observations 567 567 567 567
Exogeneity tests
Wald test( x7) 32.66™*
(Ho: CG_INT and CAPEX are exogenous)
Rivers-Vuong test 35.18%**

(Ho: CG_INT and CAPEX are exogenous)
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Table 5.5:Second-stage hedging, governance and investmentaabresults(cont.)

Note. The table exhibits the results from structuralauns - equations (5.1) to (5.3). Column 1 reptivésresults of hedging model using the 2SCML eatiim column 3 the results of
hedging model using the AGLS estimator, columnetrisults of governance model, and column 5 thdtsesf investment model both obtained throughSkHR estimator. The hedging
model estimation using the AGLS estimator, and gbeernance and investment models using the SURa&sti are obtained through Stata (version 10.1d, the estimation using
2SCML is obtained through Gretl (version 1.9.1)Iu@mn 2 reports marginal effects from 2SCML (protggression of the relationship between the likelthof hedging instruments’
usage, firm-level corporate governance practicessaveral other firm characteristics). The margafédcts are calculated as the change in the pilitpadf using hedging instruments
that comes from a change in the independent variablinterest, where all the variables are evatiatethe mean. In the predicted influence columi,w | X indicates that the
corresponding variable is predicted to have v,nd minfluence on HEDGE, CG_INT, and CAPEX, respety (na means that there is no prediction). aga are as follows: ADR is a
dummy which is assigned a value of 1 if a firmsisuing American Depository Receipts; CAPEX is titeorof capital expenditures to total assets; CAStte ratio of EBITDA minus the
sum of tax, interest expenses, and common divideridtal assets; CG_EXT is a country-level goveceamdex which is computed as the common factowveeérfrom a PCA of five
measures of country-level governance mechanisms;IICGis a firm-level internal governance index caommg seven governance mechanisms that take gtouat two governance
dimensions: (1) board matters and (2) ownershigcgire; DIV is a dummy which is assigned a valué dfthe firm dividend yield is greater than thedian yield for the sample; EXP is
a dummy which is assigned a value of 1 if a firrpemiences FX, IR and/or CP exposure; HEDGE is tafed as a dummy variable which is assigned a vaiueif a firm uses either
external or internal hedging instruments, and péherwise; LEV is the ratio of total debt to tosalsets; SIZE is the natural logarithm of total ssssnd TAX is the net operating losses to
total assetst-values of the regression coefficients are in pieses below the coefficients. The significanceleware indicated by *, **, and *** that represel%, 5%, and 1% level,
respectively.

aTreated endogenously - using predicted values frenteduced-form estimaté<€Estimated using 2SCML estimatSEstimated using AGLS.Estimated using the SUR estimaftrror
indicators are the term errors from reduced-forgressions.
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We use the 2SCML estimator to analyse the relatipnsetween a firm’s hedging
profile, proxied by the hedging dummMEDGE), and the firm-level governance index
(CG_INT), and also several others firm-specific charastes, namely the firm
investment level CAPEX. Results in Table 5.5, column 1, show that thendievel
governance indexdG_INT) is positively and significantly (0.81776.72) related to the
likelihood of hedging. This result indicates thae thigher the firm-level governance
index, which is indicative of strong governanceustures as well as low agency costs in
the firm, the more the chance that firms use rishagement instruments for hedging
purposes. This result is highly associated to Taita(l1998) prediction. He predicts that
the severity of managerial agency conflicts may associated with more hedging.
Nevertheless, this hedging is frequently againstwiealth and the value of shareholders.
Along this line, Lel (2012) posits that strong gowed firms, that is firms with a strong
monitoring of managers’ activities, use derivativesa way consistent with shareholder
value-maximization. Regarding the marginal effeaitelated in the 2SCML estimation,
when the firm-level governance increases its sgolip one point, the probability that
firm uses hedging instruments will increases by%8.Clearly, our findings support our
governance-related hypothesis (hypothesis la)bibtéér governed firms are more likely
to use hedging instruments in line with the intesed shareholders.

In turn, the coefficient from the variabl@eAPEX which we use to proxy for the
level of investment spending, is negative and dtadlly insignificant at conventional
levels, which indicates that hedging is not relatgth the current level of investment.
Thus, the results do not support hypothesis 1b.

As for the remaining firm-specific variables in thstimation, one variable turned
out significant and with the same sign as the theoedicts, while the others were not. In

fact, the economies-of-scale-in-hedging argumehypothesis 1t is for now the only
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additional hypothesis supported. The coefficienstdtistic) is 0.192 (7.45). So, we
support the hypothesis that larger firms, that pbdp have more access to risk
management expertise or that have economies @& stakdging costs, are most likely to
use hedging instruments. This result is consistetit Nanceet al’s (1993) hypothesis
discussed previously and with the findings of salveesearchers, for example, Graham
and Rogers (2002) and Géazayal. (1997).

In general, the results for the other exogenousabiws in the hedging model
(column 1) are not as expected. Our results dsapport the liquidity-based hypothesis
(hypothesis 1c). Also, the tax argument — hypothégi — isn’'t supported by the results
from the 2SCML estimation. Finally, the resultscathow that the exposur&XP) and
leverage ILEV) variables do not have a significant explanatoower in the decision to
hedge (hypothesis 1d and hypothesis 1e, respegtivel

The overall fit of the hedging model is very goan, particular considering its
relatively parsimonious specification. Regarding sfummary statistics for this regression
presented at Table 5.6, we observe that of thefB@& in our sample, the estimated
model predicts 459 (81% of the total) of the obaBons correctly, i.e., 19 of the 111
firms that do not disclose the use of hedging umgnts are correctly predicted by our
model, and 440 of the 456 firms that disclose the af some type of hedging instrument

are also correctly predicted by our model.

Table 5.6: Percentage of cases correcliglipted in the 2SCML hedging estimation

Predicted dependent varibeh

Actual dependent variable 0 1 Total
0 (discloses no use of hedging instrumer 19 92 111
1 (discloses use of hedging instruments) 16 440 456

Total 15 552 567

193



In general, the results for the hedging model addethrough AGLS estimator
(column 3) exhibit the same patterns and statisBgmificances as the ones from the
2SCML estimation. We verify that the differencestle point estimates are within the
range of estimated standard errors.

Summarizing the results for the hedging model (8gn&.1), we find a few results
which are consistent with expectations with regarfirm characteristics: (1) firms with a
higher quality of governance are more likely to us& management instruments with
hedging purposes, and (2) larger firms that hawvessto risk management expertise, or
that have economies of scale in hedging costanare likely to hedge.

As formerly discussed, estimating a simultaneowssesy of equations allows us to
analyse the interdependences between a firm's hggdgjovernance and investment
decisions. In line with this, the coefficient estites of the endogenous variables in the
line labelledHEDGE in Table 5.5 reveal that reverse causality is itgadhe relation
between hedging and firm-level governance structcotumn 4). As stated before, from
the 2SCML and AGLS results for the hedging equatios very clear that the firms with
better firm-level governance hedge more. Now weatmrate also hypothesis 2a: firms
that hedge are associated with a better qualigogérnance. The coefficientgtatistic) is
0.758 (4.91). This is in line with the argument gesfed by Lel (2012). If hedging
promotes the lowering of firm risk, it can encowaganagers to invest larger stakes in
the firm and by this means ownership structure ghan Indeed, when managers
accumulate stock, the capability of outside investio monitor managerial non-value
activities decreases; so, they are in a bettetipogio become entrenched. In that way a
firm may be forced to improve their governance  tice.

As observed in Table 5.5, column 5, firms that leedigould have a higher level of

investment spendingCAPEX. This positive and significant (0.01652.42) relation is
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consistent with the arguments of Lin and Smith @@@at hedging can influence the firm
investment programme through their effect on th@’g ability to finance its investments.
Therefore, our results support hypothesis 3a.

Furthermore, the results of the governance equdiiable 5.5, column 4) suggest
that poorly country-level governance structur€G(EXT) are associated with poorly
firm-level corporate governance structures (theffaent andt-statistic for this variable
are 0.476 and 8.70, respectively). Indeed, La Rartd. (2002) suggest that firms located
in countries with a weak legal environment may have enough flexibility to improve
their own investor protection and thereby rely osmaw firm-level governance structures.
With regard to firm leverage and its effect on filewvel governance structures, the results
in Table 5.5, column 4, confirm that firms wishitm obtain external financing have to
improve their governance structures (the coefficiamd t-statistic for this variable are
0.623 and 2.95, respectively). This is in accordanith Klapper and Love’s (2004)
argument that better governed firms increase ivg'swillingness to provide financing.
Also as expected, small firms may have better gnavgportunities, and in line with the
investment argument, may therefore find it optin@limprove their governance (the
coefficient and-statistic for this variable are -0.057 and -2 @&8pectively). This result is
in accordance with Beineet al (2006). These results are largely consistent with
predictions: hypothesis 2d, hypothesis 2e, and tingsis 2f, respectively.

The other firm level factors, such as firm investinkevel (hypothesis 2b) and firm
American Depository Receipts issuance (hypothesigi@ not appear to be important in
the decision about firm-level governance structures

Turning to the investment equation (column 5) ressule verify, in line with Lin
and Smith (2008), that smaller firm$&IZE and firms with a higher level of funds

available CASH should have a higher level of investment spending coefficients and
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t-statistics for these variables are -0.002 and6;2amd 0.138 and 6.08, respectively).
These results corroborate hypothesis 3e and hygetlBe. Additionally, we verify that
firm-level governance@G_INT) has a negative and significant impact (-0.0031.68)
on the firm investment decisio€APEX, which corroborates our prediction (hypothesis
3b) that firms with higher overall scores on cogiergovernance should be more prudent
on investment spending. This result is in accordamith Baueret al. (2008). Instead, the
firm financing decision is not significantly reldtewith the firm investment decision,
which means that hypothesis 3d is not corroborated.

Table 5.7 summarizes the results of the predicygpdtheses inherent to our system

of equations.

Table 5.7.Summary of the results of the predicted hypotheses

Hedging model Evidence
HYPOTHESIS 1a: Better governed firms are more likely to use hedgistruments Yes
in a way that is consistent with value-maximizirgedries of
hedging.
HYPOTHESIS 1b: Firms with a higher level of investment spending arore prone No evidence
to hedge.
HYPOTHESIS 1c: Firms with a lower dividend level are less liketyhiedge. No evidence

HYPOTHESIS 1d: Firms indicating a higher level of exposure to fioil risk have No evidence
a chance of greater potential benefits from hedging

HYPOTHESIS 1e: Firms with a greater degree of financial distrébsreby with a No evidence
higher level of debt, are more likely to engage enoften in
hedging activities.

HYPOTHESIS 1f: Firm size is expected to be associated with thelilikod of Yes
hedging.

HYPOTHESIS 1g: If the firm incurs tax losses which will be carriéatward, the No evidence
probability of the firm’s engagement in hedginglJgi¢ higher.

Corporate governance model Evidence

HYPOTHESIS 2a: Firms that hedge are associated with a higher tyuafi firm- Yes
level governance structures.

HYPOTHESIS 2b: Firms with more growth options are expected to wrprtheir No evidence
governance structures.

HYPOTHESIS 2c: Firms issuing American Depository Receipts are etquk to No evidence
have better governance ratings.

HYPOTHESIS 2d: Country-level governance provisions influence fiewel Yes
governance performance.
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Table 5.7.Summary of the results of the predicted hypotheseggont.)

Corporate governance model Evidence

HYPOTHESIS 2e: Firms with more external financing are expectethtprove their Yes
governance structures.

HYPOTHESIS 2f: The size of the firm is expected to influence filewel Yes
governance performance.

Investment model Evidence

HYPOTHESIS 3a: The implementation of a hedging programme at tha fevel Yes

should have an impact in its investment spending.

HYPOTHESIS 3b: Firms with higher governance ratings should be npovelent on Yes
investment spending.

HYPOTHESIS 3c: Firms with a higher level of cash should have ahbigevel of Yes
investment.

HYPOTHESIS 3d: Firms with higher leverage should have an incentfee No evidence
underinvestment.

HYPOTHESIS 3e: Small firms have probably more future investmerganunities. Yes

Note. The table lists the theoretical predictions ane torresponding empirical evidence. Those empistatiies
whose findings provide significant evidence for theoretical prediction appear after the word “Yeakbse whose
findings provide significant evidence but are cangtrto the theoretical prediction appear afterwhed “No”; those
studies that do not support the theoretical predicdppear after the words “No evidence”.

5.5Conclusions and further directions

In this study we provide a comprehensive analydisthe characteristics of
corporations that engage in hedging activity, emsfiag the importance of a stricter
control for managerial activities. While most peays studies used US and UK data to
analyse hedging determinants, we analyse a broawblsaof nonfinancial firms from
Continental Europe.

As a primary assertion we rely on the fact thatpoaaste governance policy and
several other firm characteristics affect the deniso hedge. Nonetheless, we bring in the
thought that these decisions can be simultaneaustiertaken. Hence, we expand the
existing literature by applying the AGLS and theCRA_ estimators to simultaneously
assess effects across several variables.

The results of this study confirm the widespreagdilyesis that firms which

guarantee a high level of monitoring for manageredtions, throughout the
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implementation of better corporate governance giras, are most likely to pursue value-
maximizing risk management strategies. Furthenndirthat use risk management
instruments are generally larger than non-usersfirirhis last result is in line with the
economies-of-scale-in-hedging argument. Finallg, ttho groups of firms in examination
— hedgers and non-hedgers — are comparable in tdrexposure to financial risks, shape
of the firms’ tax schedules, and investment, finag@and dividend policies.

On the whole, there seems to be some importantrétd&onships between firms’
hedging, corporate governance and investment pohojces, which again emphasize the
advantage of the development of a simultaneoustiequitamework in the investigation
of hedging determinants. Explicitly, we find thaethedging and firm-level governance
decisions are simultaneously undertaken. Moreawgarding the relationship between
hedging and investment, while our premier assesigggests that the causality runs from
investment to hedging, we find that causality rthresother way round.

Despite the existence of market imperfections whanstitute a necessary
condition to justify the need to undertake risk a@@ment, nevertheless, this is not a
sufficient condition. In addition, we must evaluatee size of the risk management
exposure and the costs associated with hedgingxpissure (Géczgt al, 1997). It is not
enough to know that the market recognizes the tetietiedging activities on a stock’s
exposure to exchange rate, interest rate or contynpdices, and neither to know the
characteristics of companies that implement hedgingtegies, to state that this or that
company maximizes its value through hedging. Thedwestion is to assess whether the
hedging activities undertaken at the firm leveluadly increase its value. Accordingly, in
the next section we pursue a third empirical peatdpe that examines directly the

relationship between the hedging activities setfandvalue.
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CHAPTER 6

Corporate governance and the value of hedging

6.1 Introduction

Recently, a strand of research has attempted toierathe direct impact of
corporate risk management on firm value (e.g., ydiais & Weston, 2001; Hagelin
et al, 2007), looking for the value premium inherenhtxging activities. It is explicitly
recognized that corporate hedging might be indffecif it fails to add value or even
counterproductive by destroying value. Hence, wibard to this strand of research the
key question is whether hedging activities undema&t the firm level actually increase its
value. Despite the straightforwardness of the melknagement-value argument, a
prominent feature of previous empirical researctinad the existence of a value premium
associated with hedging is still an unresolved tjoes

It is well known that theories developed on theidbadf shareholders’ value
maximization suppose that risk management actsiparsued by the firm align the
interests of managers and shareholders. Howevesn wirere is no proper control over
managers’ behaviour, they may be following hedgintivities looking to maximize their
own interests. Also, in this strand of analysig tlontrol of managers’ behaviour must be
a central issue. Accordingly, Allayannist al. (2012) suggest that a firm's high
governance level reduces managerial agency ctssslly increasing the likelihood of
the use of derivatives for hedging purposes, ana assult leading to more valuable

hedging activities. So, while previous risk managet research, made mostly



with US data, focus on the unconditional value @ffaf risk management, Allayannes
al. (2012) highlight the idea that value through nsknagement could be conditional to
corporate governance structures.

It is likely that part of the inconsistent resukported in previous risk management-
value empirical studies (e.g., Guay & Kothari, 20Bfagelinet al, 2007; Jin & Jorion,
2006; Lookman, 2004) is due to methodological asp&ane possible explanation could
be related to the hedging definition frequently dug€lark & Judge, 2008). Indeed,
hedging activities tend to be associated with the af derivatives, ignoring the fact that
hedging can be pursued by other means. Furthernzoneroblem which frequently
concerns empirical studies on those matters is gamty. The question is whether
proper hedging instruments use causes higher fafoations. Alternatively, because
firms with better growth opportunities are likety hedge and better growth opportunities
mean higher valuation, it is likely that firms with higher value engage more often in
hedging (Allayanniset al, 2012). Also, it is straightforward that good porate
governance causes higher firm valuations. Howefrens with higher market values
could simply be more likely to choose better goaewe structures (e.g., Beiner al,
2006). While some hedging-related studies deal Withendogeneity issue by applying
simultaneous equations models (e.g., Hagelinal, 2007) or sample selection (e.qg.,
Allayanniset al, 2012; Jin & Jorion, 2006), most of the empirisaldies do not account
for the endogeneity implicit in the value-hedgietationship.

This study analyses the issue of hedging premiumditonal to corporate
governance structures. The implicit hypothesis dgohg our analysis is that better
corporate governance will assure hedging activitem® undertaken with value-
maximization purposes, thereby leading to an inerdal hedging-related value. The

notion behind this is that agency problems maycaftee value of companies through
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“bad” risk management strategi®sin order to test the hypothesized relationship, we
construct a firm-level corporate governance indévattreflects seven alternative
governance rules related to ownership and board;hwdre recommended, but not (yet)
legally required. This approach has become popuidathe literature only recently.
Moreover, we carry out an extensive analysis ofgbeeral risk management from 567
non-financial firms in the four countries with sksdraded in Euronext - Belgium, France,
The Netherlands, and Portugal.

Our study differs in several ways from previousdsts relating firm value and
hedging matters. Firstly, we use a dummy variabs aiccounts simultaneously for the
use/non-use of internal and external hedging ingnis, which is hand-collected from
the firms’ annual reports. Secondly, we redesignrttodel proposed by Allayanras al.
(2012) to also take into account the potential gedeity implicit in the relationship
between firm value and its corporate governanagcktre. Thirdly, by looking into the
impact of corporate governance on the value derifreth the implementation of a
hedging programme, this study seeks to contribotéhé increasing governance-based
literature that argues that improving corporate egpance structures is essential to
controlling managers’ actions, specifically whemaveals a direct mechanism by which
governance can enhance firm value. Finally, wetadtie empirical literature by making
use of a diverse sample, more so than the stasdangles from the US and UK.

The chapter is set out as follows: the next sealestribes the research framework,
which includes the development of the hypothesasb the definition of the proposed

models. Sample and data description takes plasedtion 6.3. Section 6.4 contains the

0 Risk management can be used for hedging, for neasasglf-interests or for speculative purposeseWh
they are used for managers’ self-interests or foecslative purposes we can say that the firm is
implementing “bad” hedging strategies. However csitive uses of derivatives can also be beneftcial
shareholders in certain situations, such as whiarsfare in financial distress (Lel, 2012).
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empirical results and its discussion. Finally, geci6.5 summarizes and concludes the

study.

6.2 Research framework: Development of the hypothesesd proposed model

As a first step, we consider that the firm valuaxged by Tobin’s Q ratio, is driven
by firm hedging behaviour, firm-level governanceusture, and several other firm
characteristics. In addition, by means of an imtgoa variable, we hypothesize that
governance also affects the implementation of \d&hedging strategies. So, we initially
run OLS regression as a base case. As a secondwsepdjust our methodological
approach to take into account the endogeneity coacgescribed above. Therefore, in
subsequent analysis we control for the possiblerriefationships between firm value,
hedging and corporate governance policies with deeelopment of a comprehensive

system of simultaneous equations where we appl$the estimator.

6.2.1 The effect of governance on the value derived froimedging

In this section we modelled the relation betweem fvalue, hedging instruments’
usage, and firm-level corporate governance strastthrough OLS. In this estimation we
also analysed the hypothesis that better governbrams to a more positive effect of
hedging instruments’ usage on firm value. Our mesasd firm valuation is Tobin’s Q
(e.g., Allayanniset al, 2012; Allayannis & Weston, 2001; Beinetr al, 2006; Belghitar
et al, 2008; Carteet al, 2006; Jin & Jorion, 2006; Klapper & Love, 2004hokman
2004), alternatively labelled & As stated in chapter 3, section 3.3, we defingiims Q
as the ratio of market value to book value of @ssahd market value of assets is
computed as the market value of equity plus bodkevaf assets minus book value of

equity. In this specification of Tobin’s Q the nura®r approximates the market value of
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assets and the denominator the replacement coatsefs. This resulting unit less metric
is used in many others studies (e.g., Belgh#aral, 2008; Klapper & Love, 2004;
Lookman 2004), which allows for comparison acrassig. As outlined in chapter 3,
section 3.6, the distribution of Tobin’s Q is skelwé¢herefore we follow Hageliet al.
(2007) and use the natural logarithm of Tobin’s IQ() to correct for the skewness.
Moreover, using the natural logarithm has the biemledt variations in the value of the
variable can be interpreted as percentage chandemivalue.

To be able to document a relationship between fiatue and hedging in the
presence of agency conflicts, we also need to cbfr the effects of other possible
variables on Tobin’s Q. Therefore, in accordancthwprior work that investigates the
relationship between hedging and firm value (éAfJlayanniset al, 2012; Allayannis &
Weston, 2001; Cartegt al, 2006; Jin & Jorion, 2006) we use several contasiables to
explain the cross-sectional differences in the firalue among our sample firms. The

following equation describes the main model ofshely.

L_Q =a,+a,[HEDGE +a, [CG_INT +a, [HEDGE xCG_INT, (6.1)
+a, [CAPEX +a, [DIV. +a, [FS +a, (OINDDIV, +a, ONS
+a, [(LEV, +a,,[ROA +a_ [SIZE +§an+j OND, +&
where: -

HEDGE = dummy which is assigned a value of 1 if a firm mépo
the use of either external and/or internal hedging
instruments for hedging purposes, 0 otherwise;

CG_INT = index that proxies for the firm-level quality of

governance,

HEDGE x CG_INT1 interaction variable of hedging versus governance;
CAPEX = purchases of fixed assets to total assets;

DIV = dummy which is assigned a value of 1 if a firm dend
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yield is greater than the median yield for the slamf

otherwise;
FS = ratio of foreign sales to net sales;
IND = dummy which is assigned the value of 1 if the fsm’

main industry is classified into one of the eigidustries
according to the 4-digit ICB classification, 0 athese;
INDDIV = dummy which is assigned the value of 1 if a firns lad
least two business segments with a different |CBoft-
subsector classification code, 0 otherwise;
INS = number of shares held by officers and directorsddiv

by common shares outstanding;

LEV = ratio of long-term debt plus-short term debt toakot
assets;

ROA = operating income before interest and taxes scajedtal
assets;

SIZE = natural logarithm of total assets.

As we detailed before in chapter 2, sections 2aBd 2.3.2, hedging can increase
firm value by reducing volatility and therefore ueihg the deadweight costs associated
with market imperfections (Smith & Stulz, 1985, axgaothers). Along this line, the first
hypothesis to be predicted is as follows:

HYPOTHESIS la: Hedging by reducing the volatility of firms’ caslovs can be value
enhancing.

There is substantial evidence in the finance liteeathat variations in firm-level
governance structures in aggregate affect the makeation of firms (see chapter 2,
section 2.5.1.4). For example Gompetsal (2003) construct a governance index based

on takeover defences for a sample of about 150@r»S. These authors report that firms
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with better corporate governance receive higherketavaluations. In a similar way,
Drobetzet al. (2004) document a positive relationship betweevegmance practices and
firm valuation for German public firms by constrmgt a broad corporate governance
index. Similarly, Klapper and Love (2004) suppdrwege findings for the Credit Lyonnais
Securities Asia index using a sample of 374 langesfin 14 emerging markets. Durnev
and Kim (2005) examine a broader sample of 859sfim27 countries and find that firms
with a better corporate governance and better aiscé standards have, on average,
higher Tobin’s Q. Beineet al. (2006) highlight two distinctive channels by whitire
effect of governance on firm value can be obserygdthe expected cash flows accruing
to investors and (2) the cost of capital. On the band, with better governance more of
the firm’s profits come back to shareholders. Gndther hand, better governance reduces
the shareholders’ monitoring and auditing costerahy reducing the required cost of
equity. The implicit hypothesis that leads our gs@&l is as follows:

HYPOTHESIS 1b: Better firm-level governance structures viiltrease firm value .
measured by Tobin’s Q.

We have been considering so far that the effectshef prediction have been
additive, that is, the effect of firm-level goventa is the same independently of hedging
decisions and vice versa. This condition mighttiaur analysis. Thereby, we hypothesize
that better corporate governance, which meansrlesaaagerial agency costs, assuring
that hedging activities will be undertaken with w&lmaximization purposes, leads to an
incremental hedging-related value (Allayaneisal, 2012). Instead of splitting up the full
sample with regard to the strength of governanda adlayanniset al. (2012), we follow
Dittmar and Mahrt-Smith’s (2007) approdttand introduce an interaction term in the

model. Namely, we interact the hedging dummy véeiatith the firm-level governance

*! These authors investigated how corporate goveenanpacts upon firm value by comparing the value
and use of cash holdings in both poorly and wellegned firms.
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index HEDGExCG_INT) in order to assess the incremental impact on Yiaine. This is
in fact one of the main contributions of our study.

In constructing the interaction variable, firstiwe center the continuous input
variable —CG_INT — in order to mitigate multicollinearity. Mean d¢ering has been
offered as a simple data transformation that mip@®ithe multicollinearity in OLS
regression when interaction variables are pres@monpach, 1987). Then the two
variables -HEDGE and CG_INT — are multiplied to create the interaction vamalAs
already noted, in order to have a robust estimatninclude the hedging dummy and
governance by themselves in the regression iniaddib the interaction effect of interest.
The hypothesis to be tested is as follows:

HYPOTHESIS 1c: Better firm-level governancéas implicit a higher valuation 1
firms that hedge.

The theory predicts that firms with more valuablevgh opportunities are likely to
invest more. We therefore expect investment levélet positively associated with Tobin’s
Q. In line with Jin and Jorion (2006), we use, aprexy for investment, the ratio of
capital expenditures to total ass€ZAPEX. The hypothesis to be tested is:

HYPOTHESIS 1d: Firms with higher level®f investment spending are expecte
have higher firm value.

To control for financing constraints we use a dumimgt is set to 1 if a firm’s
dividend yield is greater than the median dividgigdd for the samplel§lV), O otherwise.
Allayanniset al. (2012) argue that the greater the dividend yigtld,lower the probability
the firm is financially constrained, and firms thexe more financially constrained are
more likely to have higher firm value because tbhely undertake positive NPV projects.
Therefore, a negative relationship between theddid dummy and firm value is
expected and the hypothesis underlying this argtimen

HYPOTHESIS 1le: Firms with lower dividend yield are more likely taave highe
value.
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Doukas and Lang (2003), and several other researchgygest that geographic
diversification is value-enhancing. We follow Alkynis and Weston (2001), and we use
the percentage of sales from non-domestic opesat{e§) as a proxy for geographic
diversification. So, we hypothesize:

HYPOTHESIS 1f: Firms with a higher geographic diversification hawvigher firm
value.

Inversely, previous empirical research suggests$ ithdustrial diversification is
value destroying; that is to say, firms with mukipndustrial segments have lower value
when compared to single segment firms. As in Alfeyya and Weston (2001), we control
for industrial diversification|NDDIV) with a dummy variable which equals 1 if the firm
has at least two business segments with a diffdf@t4-digit subsector classification
code, 0 otherwise. The hypothesis underlying thgsiment is as follows:

HYPOTHESIS 1g: Firms with multiple industrial segments have lowalue.

Whereas the convergence-of-interest hypothesisigisethat insider holding and
economic performance are positively related, th#eachment hypothesis predicts a
negative impact on firm value (Moreit al, 1988). Indeed, at first, as managers’ stock
ownership increases, managers’ interests become wlosely aligned with those of
shareholders, which leads to agency costs decgeasith consequently to an increase in
firm value. However, high ownership by managers mesult in a greater degree of
managerial control, which gives rise to the enthement hypothesis. Consequently,
governance theory cannot specify the relation betwensider ownership and
performance. To test this argument, we includelekiel of insider ownershiplS) and
hypothesize:

HYPOTHESIS 1h: The level of insider ownership is associated wiitim fvalue.
We also include leveragdEV) to control for firm capital structure and expect

positive relationship between this variable andim@bQ (Jin & Jorion, 2006). In fact, if

207



the firm increases leverage, this will lead to mcrease in interest deductions, which in
turn generates incremental tax shield benefits @t increase value. Leverage is
computed by the ratio of long-term debt plus-shemntn debt to total assets (Carédral,
2006). The implicit hypothesis to be tested is:
HYPOTHESIS 1i: Firms with higher leverage have a higher firm value

In addition, a profitable firm is likely to tradet @ premium relative to a less
profitable one, therefore we expect profitabilibylte positively associated with Tobin’s Q
(Allayannis & Weston, 2001). As a proxy for probthty, we use the operating income
before interest and taxes scaled by total asdeds$,i¢ to say, return on assets for the
current yearROA). The hypothesis to be tested is as follows:
HYPOTHESIS 1j: More profitable firms are expected to have a higtaduation.

Also, we control for firm size by using the natuladarithm of total assetS(ZE).
In fact, Allayannis and Weston (2001) found differes in Tobin’s Q for large firms as
compared to small firms. Namely, large firms wessaziated with lower Tobin’s Q. The
hypothesis to be tested is as follows:
HYPOTHESIS 1k: Larger firms are expected to have lower Tobin’s Q.

Lastly, we control for differences in the firm valbehaviour between industries and
include eight industry dummy variabld8ID).

Summing up, according to the arguments presentedeaty,, o, as, as, 0s, ag, and
a10 in equation (6.1) are expected to be positiveadntrastus, a;, anda;; are expected to

be negative, ands could be either positive or negative.
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6.2.2 The effect of governance on the value derived frothedging controlling for the

endogeneity of hedging and governance decisions

The main implicit hypothesis in the last sectiohiat a well-governed firm leads to
a more positive effect of hedging on firm value.wéwer, based on the results of
preceding works and on economic reasons, we befatdirm value must be considered
simultaneously with hedging and governance decssion

According to Lin and Smith (2008) among othersm8r with better growth
opportunities are more likely to hedge. It is ghdforward that better growth
opportunities mean higher valuation, consequerithg highly likely that firms with a
higher value engage more often in hedging actmiit, the endogeneity concerns are
not limited to hedging decisions. Whereas good @@ie governance causes higher firm
valuations, firms with higher market values coulth@y be more likely to choose better
governance structures (e.g., Beiatal, 2006).

The two preceding arguments highlight a problererafogeneity, more specifically
reverse causality, between firm value and hedgetwpbiour, and firm-level governance
structures. Clearly, the OLS estimator fails if rdh@s a correlation between some
explanatory variables, such as hedging and firnellgevernance variables, and the error
term. Hence, we test for the presence of correlabetween the variables and the error
term in order to identify the appropriate estimgboocedure. The null hypothesis to be
tested is kB Cov(x,e)=0. If the null hypothesis is true we ube more consistent
estimator, which is the least squares estimatoerbely, if the null hypothesis is not true,
we should use the instrumental variables estimatbich is consistent. One form of the

test directly examines the differences betweendghast squares estimator and instrumental
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variables estimatof. Specifically, we implement the contrast test ajngythe Hausman
test (e.g., Hermalin & Weisbach, 1991; Himmelbergl, 1999)>*

Given the possibility that firm-level governandcg@@_ INT) and hedgingHHEDGE)
variables can be endogenously determined, we folRadli and Sgrensen (2012) in
instrumenting our interaction variabl(lEDGExCG_INT). We define analytically our
structural system of equations as follows:

L_Q =a, +a, [HEDGE +a,, [CG_INT +a, [HEDGE xCG_INT (6.2)

+ ﬁn [CAPEX + ﬁlZ EDIVi +/813 EFSu + ﬁm DNDDIVi +/815 DNSu
8

+ﬁ16 D_EVi +ﬁ17 [ROAi""/Bls ESle +Z/818+j l:INDi téE
j=1

HEDGE =a,, +a, [L_Q +a,, [CG_INT (6.3)
+1821 [CAPEX + ﬁZZ EDIV| + ﬁZS E><I:I) +1824 |1E\/I + ﬁZS ESIZE

8
+/826 [__TAXI +Z/826+j DNDu +€i
=1
CG_INT =a,, +a,[L_Q +a,[HEDGE (6.4)
8
+ﬁ35 |:LE\/I +ﬁ36 EROA+ﬁ37 ESle +21837+J DNDI +£|
j=1
HEDGE xCG_INT =a,, +a, [L_Q + (6.5)
+ 3,, [HEDGE x ADR + 3,, [HEDGE xCG_EXT

+3,,[CG_INT xEXP + 3, [CG_INT xTAX
+ﬁ45 mAPEX +ﬁ46 leI +ﬁ47 DNS| +ﬁ48 D_E\/I

8
+:849 [ROAi+:8410 EBle +Z:8410+j DNDi +£i
j=1

Equation (6.2) is already defined in section 6.&slbeing our base case (equation

6.1). Further, to examine the cross-sectional iceldbetween a firm’s hedging decision,

2 To make an assessment in our empirical settingtahe presence of endogeneity we have established
advance several instruments for the variablesatelikely to be endogenous.

*In advance we test for the possibility of endogsnbi regressing each of the variables suspectdzb to
endogenous on the set of the other endogenousssegse This procedure gives us a clearly indicaticthe
causal relationships between the possible endogeranables. The regressions estimated are asvi&llo
L_Q =a,+a, HEDGE +a, [CG_INT +¢
HEDGE =a,6+a,1_Q +a,[CG_INT +¢
CG_INT, =a,+a,HEDGE +a,[L_Q +¢
The coefficients from the regressors are all stesiksignificant at the 5% or 10% level. Therefadrea first
approach, we confirm our endogeneity suspicions.
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firm value, and their governance and financial abtaristics, the dependent variable in
equation (6.3) iIHEDGE. The explanatory variables are the key firm-leveracteristics
that, in line with the optimal hedging theory, irdhce hedging decisions. In this sense, it
is predicted that hedging can enhance firm valué ¢in decrease the agency costs of
debt. It was suggested that these agency cosebbfate more evident in firms with more
growth options, as these firms could have a higibability of underinvestment or asset
substitution. Hence, if risk management is useprtdect the continued funding of futures
investment programs, we expect a positive relatignsetween hedging activities and the
level of investment spending (e.g., Lin & Smith,080 Bartramet al, 2009). We use
capital expendituresCAPEX to measure the level of investment (Lin & Smi2008).
However, better growth opportunities mean highduatzon, therebyit is highly likely
that firm with a higher value, as measured by tarimal logarithm of Tobin’s QL( Q),
engage more often in hedging activities.

In addition, a higher score of the firm-level gavance index@G_INT) is expected
to represent a higher level monitoring of manadexd@ivities, which appears in better
governed firms that are more likely to pursue vaheximizing hedging decisions (Lel,
2012). We measure the firm quality of governancthwai firm-level governance index
(CG_INT) comprising seven governance mechanisms that tai@® account two
governance dimensions: (1) board matters and (Rewship structure (see section 3.5.1).

Nanceet al. (1993) predict that firms with lower dividend payse have probably
more internal funds available. It is worth notinat the presence of liquid assets could
reduce the need for hedging. Therefore, when clingdiquidity through dividend yield
(DIV), that is to say gross dividend per share by otpsitock price, the authors suggest

that firms with lower dividend payouts are les€hkto hedge.
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Moreover, it is expected that firms with greateriaton in cash flows have
typically greater potential benefits from hedgitigat is why we provide the test for this
last argument by using the general exposbXH, a dummy which is assigned a value of
1 if a firm experiences any of the following expoesi foreign exchange, interest rate and
commodity price exposure, 0 otherwise (Bartretral, 2009).

Corporate hedging literature frequently assumes finms with higher leverage
ratios LEV) face higher probabilities of encountering finahdailistress and interpret a
positive leverage coefficient as evidence that tgreaxpected financial distress costs
increase the likelihood of hedging activities (elgel, 2012). We also need to control for
firm size because larger firms having the accessskomanagement expertise, or having
economies of scale in hedging costs, are moreylikehedge than smaller firms (Nance
et al, 1993). However, there are circumstances wheglanfirms have more incentive
to hedge than larger firms; for instance, smalieng will hedge more because they face
greater bankruptcy costs. Thus, the effect of ime on hedging activities is ambiguous
and shall be empirically determined.

Finally, we use the ratio of net operating lossetotal assetsTAX) as a proxy for
the convexity of firms’ tax schedules (e.g., Géetyal, 1997). Usually, the hypothesis
tested is as follows: the greater the firm’s pralitgiof incurrence in tax loss which will
be carried forward, the greater the probabilityhaf firm’s engagement in hedging should
be. Therefore, we expect a positive coefficienttf@ tax variable.

In line with the arguments presented above, thdficmnts of the endogenous
variables ¢,1 and ayy) in equation (6.3) are expected to be positivegar#ing the
exogenous control variablea, S22, f23, f24, andpae are expected to be positive, ghg
could be either positive or negative. The hypothdésde tested are as follows:

HYPOTHESIS 2a: Firms with a higher value are expected to engageenoften in
hedging activities.
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HYPOTHESIS 2b: Better governed firms are more likely to use heggistruments in
a way that is consistent with value-maximizing tte® of hedging.

HYPOTHESIS 2c: Firms with a higher level of investment spending @arore prone to
hedge.

HYPOTHESIS 2d: Firms with a lower dividend level are less liketyltedge.

HYPOTHESIS 2e: Firms indicating a higher level of exposure to fio@l risk have a
chance of greater potential benefits from hedging.

HYPOTHESIS 2f: Firms with a greater degree of financial distrebgreby with a
higher level of debt, are more likely to engage enaoiten in
hedging activities.

HYPOTHESIS 2g: Firm size is expected to be associated with thelihkod of
hedging.

HYPOTHESIS 2h: If the firm incurs tax losses which will be carriddrward, the
probability of the firm’s engagement in hedginglveg higher.

Equation (6.4) uses the firm-level governance in@@% INT) as the dependent
variable. As already discussed, firms with highearket values could simply be more
likely to choose better governance structures,(Bgjneret al, 2006).

In addition, we expect tha€G_INT depends on the firm’s hedging behaviour,
because hedging by decreasing the firm’s finanggd can induce a higher level of
insider shareholding and in that way a firm’s govgrce structure can be changed (Lel,
2012). Indeed, in accordance with the managemetrereshment hypothesis, when
managers accumulate stock, the capability of oatsidestors to monitor managerial non-
value activities decreases; so, they are in abptsition to become entrenched. In that
way a firm may be forced to improve their goverrastructure. Therefore, we expect
that hedging instruments’ usdEDGE) has a positive effect ddG_INT.

We also expect tha€CG_INT depends on the firm’s investment and financing
choices. Firms with good growth opportunities axpested to need to raise external
financing; but to obtain any external financing ythare forced to improve their

governance structure. This is because better fimmegpance increases investors’
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willingness to provide financing and this should reflected in lower costs and greater
availability of external financing (Klapper & Love004). As forHEDGE, we expect
again a positive relationship betwe€®_INT and investmentGAPEX, and financing
(LEV) proxies.

Firms issuing American Depository Receipts in th8 dre subject to stricter
governance listing requirements, so these firmsexgected to have better corporate
governance rankings. To test this prediction, vetuithe a dummy variable that is assigned
a value of 1 if a firm is issuing American DeposgjtdReceipts in the USADR), and 0
otherwise (Beineet al, 2006).

In addition, we include as a control variable ardoglevel corporate governance
index CG_EX). This index is computed as the common factorveéerifrom a principal
component analysis of five measures of countrylley@vernance mechanisms (see
section 3.5.2). La Portet al. (2002) point out the view that firms located inuntries
with a weak legal environment may not have muckilfiéty to improve their own
investor protection and consequently have weak-favel governance structures. In
reverse, according to Klapper and Love (2004) passible to observe better firm-level
governance in countries with bad legal system$esetfirms would be more in “need” of
good governance mechanisms to compensate for thiegal systems.

To capture a possible interrelation between opsggierformance an@G_INT, we
include the returns on asse®&JA), and expect that more profitable firms may hastdp
governance structures (Klapper & Love, 2004).

In line with the convergence-of-interest hypothgegisereas the primary governance
function is to monitor management, larger insidekas could reduce the need for such
control (Bohren & Odegaard, 2006). We test thisdtlgpsis making use of the level of

insider ownershiplNS) and expect a negative relation betwd¢8 andCG_INT.
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Finally, we analyse the effect 81ZEin CG_INT. On the one hand, it is recognized
that larger firms may have greater agency costs thetefore need to enforce their
governance structures; in contrast, small firms imaye better growth opportunities, may
therefore find it optimal to improve their govercanBeineret al, 2006).

In accordance with the arguments offered above,ctiefficient of endogenous
variablesas; and az, in equation (6.4) are expected to be positive.hWégard to the
exogenous control variables:, B32, f35, andpze are expected to be positive. In contrast,
Pais expected to be negative. Moreovygr andfsz might be either positive or negative.
In summary, the hypotheses to be tested are:

HYPOTHESIS 3a: Firms with higher market values could simply be entikely to
choose better governance structures.

HYPOTHESIS 3b: Firms that hedge are associated with a higher tguadlifirm-level
governance structures.

HYPOTHESIS 3c: Firms issuing American Depository Receipts are etqeto have
better governance ratings.

HYPOTHESIS 3d: Firms with more growth options are expected to wwpr their
governance structures.

HYPOTHESIS 3e: Country-level governance provisions influence fiewel
governance performance.

HYPOTHESIS 3f: Larger insider shareholdings are expected to redlneeneed for
additional firm-level governance control.

HYPOTHESIS 3g: Firms with more external financing are expectedntprove their
governance structures.

HYPOTHESIS 3h: More profitable firms should have better firm-levgbvernance
structures.

HYPOTHESIS 3i: The size of the firm is expected to influence fiewel governance
performance.

As described above, we use two potential variabbegnstrumentCG_INT: the
country-level governance indexCG_EXT and the variable representing American

Depository Receipts issuancAOR). In instrumenting the firm hedging behaviour
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(HEDGE) we use also two variables: (1) the general higiosure EXP) and (2) the ratio
of net operating losses to total assdi8X) as a proxy for the convexity of a firm’s tax
schedules. Finally, if the variables describednstrument fortCG_INT andHEDGE are
valid instruments, thenHEDGExADR HEDGExCG _EXT CG_INTxEXR and
CG_INTxTAXwill be valid instruments for the interaction \asle HEDGExCG_INT).

Our system of equations includes 16 exogenous,acobunting for the eight
industry dummy variables, and four endogenous kbt The order condition for
identification states that if an equation is toithentified, the number of predetermined
variables excluded from the equation must be greéhass, or equal to, the number of the
included endogenous variables minus 1. Thereforeleast three of the exogenous
variables must be excluded from any single equabddentify the system. Regarding the
order condition for identification, all the equatsoof our system are over-identified.

To verify the rank condition we use Table 6.1, Pakein which “x” indicates a
variable appears in the given equation and “0”daths a variable does not appear in the
given equation.

We analyse the 4x20 matrix of 0’'s and x’s . Forheaguation we first select the
columns corresponding to the variables that doapgear in the equatiaon From this
submatrix we delete row If the remaining submatrix has rank greater tennumber of
the included endogenous variables minus 1, therrghk condition is satisfied for the

equation and the parameters of the equation antifiee.
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Table 6.1 Rank condition for identification

Panel A. Main matrix of 0’s and x’s

Variables

Equatons 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Firmvalue x x x x x x x x x x x x 0 0 0 O 0O O o0 o
Hedging x x x 0 x x 0 x 0 0 0 x 0 0 x x 0 0 0 O

Governance x x x 0 x 0 0 x x 0 x x x x 0 O O O o0 O

Interaction

. 0 0 x x x 0 x x 0 X X 0 0 0 0 X X X X
variables

Panel B. Relevant submatrix of firm value equation

0 0 X X 0 0 0 0
X X 0 0 0 0 0 0
0 0 0 0 X x X x

Panel C. Relevant submatrix of hedging equation

X X X 0 0 0 0 0 0
0 X 0 X X X 0 0 0 0
0 x 0 X 0 0 X X X

Panel D. Relevant submatrix of governance equation

X X X 0 0 0 0 0 0
x 0 0 X X 0 0 0 0
X X 0 0 0 0 X X X X

Panel E. Relevant submatrix of the interaction equigon

X X X x 0 0 0 0
X X 0 0 0 0 X X

X X 0 0 X X 0 0

Note. Panel A Variables are as follows: (1) L_Q is theura logarithm of Tobin’s Q, and Tobin’s Q is couted as
the ratio of market value to book value of assats] market value of assets is computed as markat wh equity
plus book value of assets minus book value of gp(@) HEDGE is a dummy which is assigned a valug iba firm
reports the use of either external and/or intehealging instruments; (3) CG_INT is a firm-level im&l governance
index comprising seven governance mechanisms dkatinto account two governance dimensions: boaatlers
and ownership structure; (4) HEDGExCG_INT is ariattion variable, which is computed as the mudtition of
the mean-centered CG_INT and HEDGE; (5) CAPEX isr#tti® of capital expenditures to total assets;¥BJ is a
dummy which is assigned a value of 1 if the firmidiénd yield is greater than the median yield far sample; (7) is
the ratio of foreign sales to net sales; (8) LEthis ratio of total debt to total assets; (9) Id3He number of shares
held by officers and directors divided by commoarsis outstanding; (10) INDDIV is a dummy which ssigned a
value of 1 if a firm has at least two business sagmwith a different ICB 4-digit subsector classifion code; (11)
ROA is the ratio of EBIT by total assets; (12) SIZEthe natural logarithm of total assets; (13) CG_EBEX®&
country-level governance index which is computedh&scommon factor derived from a PCA of five measusf
country-level governance mechanisms; (14) ADR isummy which is assigned a value of 1 if a firm isuigg
American Depository Receipts; (15) EXP is a dummycivliis assigned a value of 1 if the firm has eith¥; IR or
CP exposure above the median exposure for the safple TAX is the net operating losses to totalegss(17)
HEDGExCG_EXT is an interaction variable, which @amputed as the multiplication of HEDGE and CG_EXIB)(
HEDGEXADR is an interaction variable, which is corgul as the multiplication of HEDGE and ADR; (19)
CG_INTXTAX is an interaction variable, which is conted as the multiplication of CG_INT and TAX, and)?2
CG_INTXEXP is an interaction variable, which is cargad as the multiplication of CG_INT and EXP.
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Panel B shows the submatrix inherent to firm vadgeation. Panel C shows the
submatrix inherent to hedging equation. Panel Dwshohe submatrix inherent to
governance equation. Panel E shows the submatierent to the interaction equation.
From the analysis, we conclude that in each ofstif@amatrix the three rows are linearly
distinct. So, in each of the submatrix the ran® &nd all the equations are identified.

Our structural system of equations takes into agtthe mix of two different types
of dependent variables in the model, one discrbtice variable HEDGE) and three
continuous variablesCG_INT, HEDGExXCG_INT, andL_Q). In this case, the standard
approach to simultaneous equations will be 2SLS39kS. Yet, such models can be
combined into multi-equation systems in which theors share a multivariate normal
distribution. The literature has historically foeds on multi-stage procedures for
estimating mixed models, which are more efficiemihputationally, if less so statistically
(e.g., Maddala, 1983, chapters 7 and 8), than maxiitikelihood. Therefore, we test the
interrelationships between firm value, hedging bé&ha and firm-level corporate
governance by using the SUR framework, in States{ge 10.1). While SUR is not a true
maximum likelihood estimator, it converges to theng solution as maximum likelihood-

based SUR.

6.3 Sample selection and descriptive statistics

Our sample consists of all non-financial firms ditin Euronext described in
chapter 3 and is the same as that used in theestirdchapter 4 and 5. Table 6.2, Panel A,

reports summary statistics for the natural logaritsf Tobin’s Q when we split the sample
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by hedgers and non-hedgers. Panel B reports sunstatigtics for the natural logarithm
of Tobin’s Q when we split the sample by well-goveat and poor-governed firms.

The results in Panel A show that the mean diffezenfd._Q between hedging and
non-hedging firms is statistically significant, whi means that hedging firms are
rewarded with higher market value than their nodgieg counterparts. This result
supports the prediction of Allayannis and Westo@0@® and Allayannist al. (2012),
among others. Also in line with Allayanngs al. (2012), the results in Panel B show that
the mean difference of_Q between well- and poor-governed firms is statisiyc
significant. Therefore, we conclude that well-goest firms have higher valuation when

compared with poor-governed firms.

Table 6.2.Summary statistics of the variables

Panel A. Comparison of means for hedgers and non-tigers

Hedgers Non-hedgers
Variables (N = 456) (N=111) t-statistic?
Mean Median Std. dev. Mean Median Std. dev.

L_Q 0.450 0.342 0.420 0.167 0.072 0.399 -0.283***

Panel B. Comparison of means for strong and weak-gerned firms

Well-governed Poor-governed
Variables (N =293) (N =274) t-statistic?
Mean Median Std. dev. Mean Median Std. dev.

L_Q 0.699 0.600 0.446 0.069 0.067 0.204 -0.630***

Note. The statistics reported are obtained through Stsesion 10.1). Panel A reports summary statisticshe
natural logarithm of Tobin’s Q (L_Q) for hedgersdamon-hedgers. Panel B reports summary statisfitseonatural
logarithm of Tobin’s Q (L_Q) for well-governed apdor-governed firms. L_Q is the natural logarithimobin’s Q,
and Tobin’s Q is computed as the ratio of markdtievdo book value of assets, and market value sétasis
computed as market value of equity plus book valuassets minus book value of equitytatistics are given for
tests of the equality of means between hedgersnanehedgers (Panel A), and between well-governet peoor-
governed firms (Panel B). ***, ** and * denote dtical significance of thé-test at the 1%, 5%, and 10% levels,
respectively.

t-tests assume equal variances.

Table 6.3 presents the Pearson correlation matrixdriables that are likely to be

associated with firm value. Gujarati (2003) suggethat, as a rule of thumb,

> When the firm-level governance index is greatantthe median value for the sample, a firm is diass
as well-governed firm, and poor-governed firm ia ttherwise situation.
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multicollinearity poses a serious problem if theRen pair-wise correlation exceeds 0.6.
A visual examination of Table 6.3 reveals the pése correlations are generally low.
The highest correlation coefficient takes placeMeen firm geographic diversification
(FS and the variable that represents firm hedgingstet HEDGE), and is around
0.406, which suggests that firms with a higher lesfegeographic diversification, as
measured by the percentage of foreign sales, engage often in hedging activities.
This is in line with the exposure hypothesis (eBartramet al, 2009). Moreover, we
also find a positive and significantly correlati¢®.322) between the dividend yield
dummy variable DIV) and the return on assets variabRO@. This relation is as
expected. Indeed, the payment of dividends in comegawith higher returns on assets is

common.

Table 6.3Pearson pair-wise correlation coefficient matrix

Variables CAPEX CG_INT DIV FS HEDGE INDDIV INS LEV ROA  SIZE

CAPEX 1.000

CG_INT -0.012 1.000

DIV -0.014  -0.029 1.06C

FS 0.034 0.086+ 0.045 1.00C

HEDGE 0.082  0.086* 0.155+ 0.406~ 1.00C

INDDIV 0.013 -0.096 0.122~ 0.051 0.047 1.00C

INS -0.029  -0.29%+ -0.079 -0.14F~ -0.15¥+ -0.07G 1.000

LEV 0.047 0.037 -0.015  -0.07G 0.002 0.04S -0.067 1.000

ROA -0.019  -0.041 0.322+  0.089+ 0.045 0.051 0.019 0.001 1.00G

SIZE 0.004 -0.33%+ 0.194~ 0.120 0.18* 0.007 0.047 0.016 0.103**  1.000

Note. The coefficients of correlation are obtained tlyloStata (version 10.1). This table provides thargn
correlation matrix for the explanatory variablegdisn OLS regression of firm value and the assediatgnificance
levels. Variables are as follows: CAPEX is the ratfacapital expenditures to total assets; CG_IN@ fadm-level
internal governance index comprising seven govemamechanisms that take into account two governance
dimensions: (1) board matters and (2) ownershigcgire; DIV is a dummy which is assigned a valué dfthe firm
dividend yield is greater than the median yieldtfa¥ sample; FS is the ratio of foreign sales tosates and proxies
for firm geographic diversification; HEDGE is ardmy which is assigned a value of 1 if a firm repdfte use of
either external and/or internal hedging instrumeiN®DIV is a dummy which is assigned a value df & firm has
at least two business segments with a different |@By#t subsector classification code; INS is thenher of shares
held by officers and directors divided by commoarsls outstanding; LEV is the ratio of total debtdtal assets;
ROA is the ratio of EBIT by total assets, and SIZhis natural logarithm of total assets. The sigaifice levels are
indicated by *, **, and *** that represent 10%, 5%nd 1% level, respectively.

Four more interesting results are: (1) the con@tabetween firm-level governance

index CG_INT) and firm size $IZE that is around -0.339, which suggests that small
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firms may have better growth opportunities, andine with the investment argument,
may therefore adopt better governance structureséBet al, 2006); (2) the negative
and significant correlation (-0.299) between insid@nership and firm-level governance
that corroborates the convergence-of-interest hgsis (Bohren & Odegaard, 2006); (3)
the positive and significant correlation (0.155jvieen the hedging variabl&®lEDGE)
and the dividend yield dummy variablBIY), which corroborates Nanae al!s (1993)
view that firms with lower dividend payouts probalblave more internal funds, thereby
reducing the need for hedging, and (4) also thé&ipesnd significant correlation (0.181)
between firm sizeSIZE and the variable that proxies for hedging deaqldEDGE).
This result is consistent with Nane al’s (1993) hypothesis that larger firms, that
probably have more access to risk management ésgertthat have economies of scale
in hedging costs, are most likely to use hedgingtriments. Several researchers

corroborate this hypothesis (e.g., Graham & Rog#182; Géczt al, 1997).

6.4 Results and discussion

6.4.1 The effect of governance on the value derived frommedging

To draw inferences on the determinants of firm gaand whether the hedging
instruments’ usage and firm-level corporate gowveceastructures impact upon firm
value, we run OLS regression to estimate the firmakie profile (model 1, Table 6.4),
proxied by the Tobin’s Q, specifically using itstunal logarithm. In addition, by means of
an interaction variable, we hypothesize that beg®rernance leads to a more positive

effect of hedging instruments’ usage on firm valmedel 2, Table 6.4).
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Table 6.4Firm value determinants

ViRl M1: OLS M2: OLS Interaction model
Dep.Var.: Q Dep.Var.: Q

HEDGE 0.195*** (4.90) 0.207*** (4.97)
CG_INT 0.175*** (16.76) 0.127** (5.37)
HEDGEXCG_INT 0.060** (2.40)
CAPEX 0.405*  (1.80) 0.420* (1.81)
DIV 0.002  (0.07) 0.002  (0.07)
FS 0.09z (1.26) 0.090 (1.25)
INDDIV -0.006 (-0.21) -0.012 (-0.39)
INS -0.037  (-0.48) -0.059  (-0.80)
LEV 0.197*** (5.03) 0.208*** (5.32)
ROA 0.621*** (2.78) 0.615*** (2.78)
SIZE -0.005  (-1.00) -0.005 (-0.96)
Constant -0.368***-3.76) -0.221** (-2.06)
Four-digit ICB code Yes Yes
dummies

N 567 567

2§ 0.50 0.51

F-test 31.44%* 30.89***

Note. The estimates reported here are obtained throuagia Btersion 10.1). The table shows the estimaté3LS
(model 1) and OLS interaction model (model 2) f&7Snhon-financial Euronext firms. Variables are a#ofvs:
CAPEX is the ratio of capital expenditures to totesets; CG_INT is a firm-level internal governanndek
comprising seven governance mechanisms that ta&eagtount two governance dimensions: (1) boardemsaand
(2) ownership structure; DIV is a dummy which isigaed a value of 1 if the firm dividend yield isegter than the
median yield for the sample; FS is the ratio o&fgn sales to net sales and proxies for firm gesgcadiversification;
HEDGE is a dummy which is assigned a value ofd fifm reports the use of either external and/terimal hedging
instruments; HEDGExXCG_INT is the interaction valabwhich is computed as the multiplication of thnean-
centered CG_INT and HEDGE; INDDIV is a dummy whishassigned a value of 1 if a firm has at leasthwsiness
segments with a different ICB 4-digit subsector dfasgion code; INS is the number of shares heldfficers and
directors divided by common shares outstanding; Li&Vhe ratio of total debt to total assets; L_Qhie natural
logarithm of Tobin’s Q, and Tobin’s Q is computexithe ratio of market value to book value of assatsgl market
value of assets is computed as market value ofyepgluis book value of assets minus book value aftggROA is the
ratio of EBIT by total assets, and SIZE is the radtiogarithm of total assets. Robust standard eam<orrected for
heteroscedasticity using Huber-White robust stah@arors.t-values of the regression coefficients are in pheses
next to the coefficients. The significance levels mdicated by *, **, and *** that represent 10%6, and 1% level,
respectively.

Column 2, Table 6.4, reports the results of the ehtitht estimate the main effect of
hedging and firm-level corporate governance dexssion firm value (model 1). Results
show that the coefficient of the hedging variabBEDGE) is positive and highly
significant (0.1951=4.90). The average hedging premium represent®d 6f3irm value.

This result supports the hypothesis that hedgingeldycing the volatility of firms’ cash
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flows can be value enhancing (hypothesis 1a) anal lise with Allayannis and Weston
(2001), among others.

Regarding the firm-level corporate governance $tineg results show that a positive
and statistically significant (0.175t=16.76) relationship exists between corporate
governance structure and firm value. Our resuksns support hypothesis 1b, which is
consistent with the work of Gompegs al. (2003), Beineet al. (2006), and several other
researchers.

For the rest of the control variables, some turped significant and with the
expected sign, while others were non-significardr Example, the coefficient on the
variable that proxy for investment spendif@APEX is positive and significant at the
10% level. This result is in line with those of dind Jorion (2006). Therefore, we confirm
hypothesis 1d.

With regard to the leverage variableE}), the results show this variable to be
significant. Theory predicts that firms with higHewvels of leverage have higher Tobin’s
Q, that is, higher market value. Our results seemmonfirm hypothesis 1i and are in line
with Beineret al (2006). Finally, the coefficient oROA is positive and significant,
indicating that the higher the profitability, thégher the firm value. This is consistent
with the prediction of theory (hypothesis 1j) arttier previous empirical studies, such as
Allayannis and Weston (2001), Beiraral (2006) and Hageliet al (2007).

The remaining control variableB)V, FS, INDDIV, INSandSIZEare all statistically
insignificant. So, our results do not support tlqeitity-based hypothesis (hypothesis 1e).
In addition, the geographic diversification argumerhypothesis 1f — is not supported by
the results from model 1 estimation. Also, the lefansider ownership does not appear

to influence firm value (hypothesis 1h). Finallynaler firms with fewer industry

223



segments do not seem to be rewarded with highekenaalue, that is, we do not support
hypotheses 1k and 1g.

To summarize, we find the results to be largelystgtent with expectations with
regard to firm characteristics: (1) firms that hedgave higher valuation; (2) well-
governed firms are more likely to have higher vaarg (3) firms with higher investment
level should have higher market valuation; (4) 8rmith a higher level of leverage should
have higher market value, and, finally, (5) morefipability firms should have higher
valuation.

In column 3, Table 6.4, we present the valuatideatf(using Tobin’s Q ratio) of
hedging and firm-level governance structures whenntroduce the interaction effect of
hedging and governance decisions on firm value éhdd We perform an incrementa
test in order to verify the significance of thispaxded model (model 2) against the
original model (model 13° The incrementalF-test is then 7.20, which is higher than the
critical value of 3.86 for rejection at the 5% sfgrance level. Thereby, we conclude that
the interactive model is statistically significant.

Once more the direct effects of hedging and firerelggovernance on firm value are
positive and highly significant, which corroborategootheses 1a and 1b. The hedging
premium represents an increase of 20.7 percentaggspon average, in firm market
value, and an increase by one point in the firnell@overnance index leads, on average,
to a 12.7 percentage points increase in firm mar&kte. Moreover, the results show that
the coefficient of the interaction termnHEDGEXCG_INT) is positive and highly
significant (0.060,t=2.40). By means of this result, the widespreadoltiygsis of an

incremental value premium associated with hedgictivides when the firm is well-

(R -R)/(k, —k.)
1-R)/(N-k, -1)
variables, subscript 1 refers to the original moghebdel 1) and subscript 2 refers to the expandedetin
(model 2).

% The incrementaF-test formula is as follows: = , where k denotes the number of
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governed is supported (hypothesis 1c). That ieyo sapital markets reward hedger firms
when they are well-governed. Specifically, the heggtrategy impacts positively upon
the firm market value by roughly 18 percentage fmoiwhen we move from the first
quartile (weak governancd)to the third quartile (strong governance) of thenflevel
governancé’

When we think about hedging as a direct mechanigmvitich governance can
enhance firm value, we observe that the impactram Value of firm-level governance is
conditional to hedging decision. So, when a firrsides to hedge (not to hedge) the value
premium is around 18.7 (12.7) percentage pdfhts.

As for the control variables, we verify that thegrsficance and the sign of the

coefficients estimates are comparable with thoperted in model 1.

6.4.2 The effect of governance on the value derived frothedging controlling for the

endogeneity of hedging and governance decisions

Standard OLS regression for the firm value modelults may be misleading
because they ignore the possible interdependerateeén firm value and hedging, and
firm-level governance decisions. Thus, becad&B®GE andCG_INT are believed to be
endogenously determined, simultaneous equationgima&son is applied through
equations (6.2) to (6.5). Beforehand, we are reguito evaluate the validity of the

variables instrumentingflEDGE, CG_INT, andHEDGEXCG_INT Next, we analyse the

%% As stated before, our index ranges from 0 to 7v@have classified firms with firm-level govermanin
the first quartile, which ranges from 0 to 2, asalvgoverned and firms in the top quartile, whichges
from 5 to 7, as strong governed.

> We compute the incremental effect of hedging om fralue depending on the strength of governance as
follows: B__+[ xthe value of CG_INT in the third quartile (strong governance) minus

HEDGE HEDGEXCG_INT

Bose T Bocosecs nr X the value ofCG_INTin the first quartile (weak governance).

8 The impact of firm-level governance on firm valaenditional to hedging decision is computed as
follows: S +8 x1, for hedger firms ang3, +8 x0, for non-hedger firms.

CG_INT HEDGExCG _INT CG_INT HEDGExCG _INT
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endogeneity of the variables that are believedetetdogenous, that in general can have
misleading estimations if the selected instrumangsnot valid.

Firstly, we define a set of instrumental variablegich affect each endogenous
explanatory variable, but not, at least directhg firm value. A valid instrument has a
strong correlation with the endogenous variablest{tment relevance), but is not
correlated with the error term of the structurali@ipn (instrument exogeneity). Then, in
order to test for the relevance we use the fisgestregression of hedging, governance and
interaction models from an instrumental variablénestion.

In Table 6.5 we provide the summary results fronduoed-form hedging,
governance and interaction models and test forréhevance and exogeneity of the
instrumental variables. Namely, we report the unsint coefficient estimates, their
significance levels, the Shea’s partigldd theF-statistic of the joint test of instrument
significance for each reduced-form equation. Howebecause our tests include more
than one endogenous regressor in the structurakimae should report the minimum
eigenvalue of the matrix analogous of fhestatistic that is defined in Stock and Yogo
(2005) as a test of weak instruments. So, thehyglbthesis to this test is that instruments

are weak against the alternative that they ar@gtro

Table 6.5Relevance and exogeneity of the instruments

Dependent variables

Instrumental variables HEDGE? CG_INT? HEDGExCG_INT?
ADR -0.008 0.298 0.187
CG_EXT -0.064*** 0.130*** -0.108***
CG_INTxXEXP 0.003** 0.885*** 0.720***
CG_INTXTAX 0.040*** 1.047*** 0.320

EXP -0.003 -2.806*** -2.395%**
HEDGExXADR 0.007 -0.195 -0.054
HEDGExCG_EXT 0.074*** 0.015%** 0.257***
TAX -0.083*** -4.136*** -2.769***

226



Table 6.5Relevance and exogeneity of the instrumengfsont.)

Dependent variables

Instrumental variables HEDGE? CG_INT? HEDGExCG_INT?
Relevance Tests:

Shea’s Partial R 0.03 0.04 0.03

F test for IV significance

(Ho: The instruments are 109.19*** 88.25%** 103.40***
weak)

Minimum eigenvalue test (Stock & Yogo, 2005)
(Ho: The instruments are weakly correlated to the 1.836

endogenous variable)

Overidentifying restrictions te$t:

Sargan tesp(s2 (Ho: The error term is uncorrelated

with the instruments) 8.25

Note. The estimates reported here are obtained throtegh & ersion 10.1). The table summarizes theungntal
variables results as of the reduced-form equatidhs.endogenous variables are as follows: CG_INA fism-level
internal governance index comprising seven govemamechanisms that takes into account two goveenanc
dimensions: (1) board matters and (2) ownershipcgire; HEDGE is a dummy which is assigned a valug if a
firm reports the use of either external and/orrimaé hedging instruments, and HEDGExCG_INT is aeraction
variable, which is computed as the multiplicationtlee mean-centered CG_INT and HEDGE. The instruaient
variables are as follows: ADR is a dummy which isigised a value of 1 if a firm is issuing Americap{dository
Receipts; CG_EXT is a country-level governance inddich is computed as the common factor derived feom
PCA of five measures of country-level governancemaaisms; CG_INTXEXP is an interaction variable, whie
computed as the multiplication of CG_INT and EXP;_@&TxTAX is an interaction variable, which is compd as
the multiplication of CG_INT and TAX; EXP is a dummhich is assigned a value of 1 if a firm experen€&X, IR
and/or CP exposure; HEDGEXADR is an interactionalde, which is computed as the multiplication of IHEE
and ADR; HEDGExCG_EXT is an interaction variable,iethis computed as the multiplication of HEDGE and
CG_EXT, and TAX is the net operating losses to tatalets. The significance levels are indicated, By, *and ***
that represent 10%, 5%, and 1% level, respectively.

3The results for the other explanatory variablesehagen suppressed to preserve spga€er a significance level of
5%, three potentially endogenous regressors, &iglrtuments and tolerating a bias of 30% of I\Vreator relative to
OLS, the critical value is 4.46We perform a Sargan test based on a two-stagesigaares estimator.

Further, we perform the Sargan test as a testeobEXogeneity of the instruments.
The fact that the number of instruments exceedstimeber of endogenous regressors,
i.e., the model is overidentified, allows testing ®o whether the instruments are
uncorrelated with the error term from the main diquia(i.e., they are exogenous). It is
tested whether all instruments are exogenous asguimat a least one of the instruments
is exogenous. So, the null hypothesis is that timer géerm is uncorrelated with the

instruments, i.e., the instruments are exogenous.
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Concerning the relevance tests, Fheests of the significance of the instruments for
each reduced-form equation reported in Table @IS tes that that the instruments are
always significant. However, the partial Shea ()987% do not exceed the suggested
“rule of thumb” of 10%. Also the Stock-Yogo wealeitification test has a value of 1.836
(Cragg-Donaldr-test), which is lower than the critical value ofi@ for rejection at the
5% significance level® So the instruments are weakly correlated with eéhdogenous
variable of interest, because the null hypothesisot rejected. Table 6.5 also shows that
Sargan test statistic is not significant, indicgtthat we cannot reject the null hypothesis
of exogeneity of the instruments, and conclude ti@toveridentifying restriction is valid.
In summary, the various statistics suggest thatrmsiruments are valid (exogenous), but
weak in explaining the variation of our model’s gtially endogenous regressors.

Since our instruments appear to be valid, despédact that they are not relevht,
we proceed in order to explicitly asses$lEDGE, CG_INT, andHEDGEXCG_INTare
indeed endogenous with regard to firm value@). Hence, we test for the presence of
correlation between the variables and the erran.t@he null hypothesis to be tested is

H,: CoVxg)=0. If the null hypothesis is true, both the leastiasgs estimator and the
instrumental variables’ estimator are consistemtlarge samples the difference between
them converges to zero. That(iﬁls—,@,v) — 0. Naturally, if the null hypothesis is true,
we should use the more efficient estimator, whighhe least squares estimator. The
alternative hypothesis i, : Cov(x,e)io. If the alternative hypothesis is true, the least

squares estimator is not consistent, and the m&intal variables estimator is consistent,

SO (ﬁOLS —,B’,V) — ¢ #0. If the null hypothesis is not true, we should tise instrumental

%9 According to Stock and Yogo (2005), the Cragg-Ddrastatistic must exceed 4.46 if we are confident
at the 5% level, when a less than 30% of the OlaS Isi tolerate.

® Earlier studies on corporate governance and hgdugiatters have relied mostly on weak instruments
(e.g., Blacket al, 2006) and several studies do not present argeage on these tests and choose the
instruments based solely on economic reasons [@rgbetzet al, 2004; Beineet al, 2006).
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variables’ estimator, which is consistent. We useHausman test to formally implement
the contrast test. The Hausman test statistic yialgff of 7.03, which is larger than the
critical value of 6.25 at a significance level @% and three degrees of freedom. This
result indicates that instrumental variables’ eation is preferred over OLS at the 10%
level of significance. In this case, the null hypegis of no measurement error is rejected.
Hence, potential endogeneity between firm value ladying, and governance seems to
be evident and needs to be accounted for.

We proceed with the estimation of a simultaneousaggn system by using the
SUR estimation method. As stated before, we folBalli and Sgrensen (2012), and
instrument our interaction variablelEDGEXCG_INT) of interest. Table 6.6 reports the

results of the structural equations system.
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Table 6.6:SUR estimation results

Dependent variables

(1) 2 3) 4)
Independent Predicted L Q HEDGE CG_INT HEDGEXCG_INT
variables Influence Coeff. Coeff. Coeff. Coeff.
L Q? na|+|+|na 0.413%** 2.749%* 2.232%*
(9.53) (28.18) (24.01)
HEDGE® +|na|+]|na 0.141** -0.469***
(2.10) (-3.83)
CG_INT? +|+|naj|na 0.202%** 0.036***
(12.38) (2.70)
HEDGExXCG_INT? +|na|na|na 0.063***
(3.63)
CAPEX +|+]|+|na 0.420% -0.165 -1.467* -1.392**
(1.84) (-0.64) (-1.94) (-2.12)
DIV -|+|na|na -0.016 0.059*% 0.027
(-0.62) 1.72) (0.041)
FS +|na|na|na 0.017
(0.33)
INDDIV -|na|na|na -0.0G8
(-0.35)
INS +/-|na|-|na 0.135 -0.906*** -0.304
(1.62) (-3.24) (-1.25)
LEV +|+|+|na 0.187*** -0.110* -0.278 -0.426%**
(3.69) (-1.93) (-1.64) (-2.91)
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Table 6.6:SUR estimation resultgcont.)

Dependent variables

1) 2 3) 4)
Independent Predicted L Q HEDGE CG_INT HEDGEXCG_INT
variables Influence Coeff. Coeff. Coeff. Coeff.
ROA +|na|+|na 0.583*** -1.94 1% -2.260%***
(4.39) (-4.42) (-4.79)
SIZE - | +/-| +/- | na 0.004 0.022*** -0.018 -0.014
(1.06) (4.95) (-1.20) (-1.20)
ADR nalna|+|na 0.014
(0.14)
CG_EXT na|na|+/-|na 0.193***
(6.17)
EXP nal|+|naj|na 0.001
(0.04)
TAX na|+|naj|na 0.1iz
(0.42)
HEDGExADR 0.07G
(0.73)
HEDGExCG_EXT 0.214***
(27.79)
CG_INTXEXP 0.028*
(1.75)
CG_lNTXTAX -0.503***
(-2.89)
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Table 6.6:SUR estimation resultycont.)

Dependent variables

(1) (2) (3 (4)

Independent Predicted L Q HEDGE CG_INT HEDGEXCG_INT
variables Influence Coeff. Coeff. Coeff. Coeff.
Constant -0.747%** 0.307*** 0.763 0.148

(-7.65) (2.93) (1.28) (0.62)
Four-digit ICB Yes Yes Yes Yes
code dummies
R? 0.43 0.13 0.4$ 0.73
Observations 567

Note. The table exhibits the results from structuralaiguns (6.2) to (6.5). Column 1 reports the resoitthe value model, column 2 the results of thagireg model, column 3 the results of
the governance model, and column 4 the resultseoirtteraction variable model, all are obtainedulgh the SUR estimator. In the predicted influecmemn, v | w | X | y indicates that the
corresponding variable is predicted to have v, wand y influence on L_Q, HEDGE, CG_INT, and HED@EX_INT, respectively. “na” means that there is nediction. Variables are as
follows: ADR is a dummy which is assigned a valdid df a firm is issuing American Depository RedsipCAPEX is the ratio of capital expendituresdtat assets; CG_EXT is a country-
level governance index which is computed as thensomfactor derived from a PCA of five measuresafriry-level governance mechanisms; CG_INT isma-fievel internal governance
index comprising seven governance mechanismsdhatinto account two governance dimensions: (&ydmatters and (2) ownership structure; CG_INTXHXEBn interaction variable,
which is computed as the multiplication of CG_INAdaEXP; CG_INTXTAX is an interaction variable, whigs computed as the multiplication of CG_INT andXtf DIV is a dummy
which is assigned a value of 1 if the firm divideyidld is greater than the median yield for the glemEXP is a dummy which is assigned a value iffthe firm has either FX, IR or CP
exposure above the median exposure for the saf$les the ratio of foreign sales to net sales; BEDs a dummy which is assigned a value of 1 ifra freports the use of either external
and/or internal hedging instruments; HEDGExADR nsiateraction variable, which is computed as thdtiplication of HEDGE and ADR; HEDGExCG_INT is antéraction variable,
which is computed as the multiplication of the meantered CG_INT and HEDGE; HEDGExCG_EXT is anretdon variable, which is computed as the multition of HEDGE and
CG_EXT; INDDIV is a dummy which is assigned a vabfel if a firm has at least two business segmueiits a different ICB 4-digit subsector classificati code; INS is the number of
shares held by officers and directors divided bsewmn shares outstanding; LEV is the ratio of takibt to total assets; L_Q is the natural logaritiinTobin’s Q, and Tobin’s Q is
computed as the ratio of market value to book vafugssets, and market value of assets is comastecarket value of equity plus book value of assetsis book value of equity; ROA is
the ratio of EBIT by total assets; SIZE is the maltlogarithm of total assets, and TAX is the ne¢m@ting losses to total assetgalues of the regression coefficients are in pdeses below
the coefficients. The significance levels are iatkd by *, **, and *** that represent 10%, 5%, at®b level, respectively.

2Treated endogenously - using predicted values franreduced-form estimates.
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Column 1, Table 6.6 reports the results of the fratlue model. The results are quite
similar to the ones reported above in Table 6.4 fardel 2. We test if hedging by
reducing the firms’ cash flows can be value enham¢nypothesis 1a). Moreover, we also
test if firms with a higher quality of firm-levelogernance have higher quality of
governance (hypothesis 1b). Thus, the question eoabswered is if, in fact, risk
management and higher quality of governance eadhvalie to the firm. But the main
hypothesis underlying our analysis is that betterporate governance leads to an
incremental hedging-related value (hypothesis Blow, the main question is when risk
management and corporate governance add value forth

As in the baseline interaction model (see in sadBid.1l, model 2), the results show
that the coefficient of the hedging variabldEDGE) is positive and significant (0.141,
t=2.10). Indeed, the magnitude of the hedging premis significant from an economic
point of view: the average hedging premium represé4.1% of the firm value, that is to
say, on average, a firm that hedges is valued ab®d®6 higher than a similar firm that
does not hedge. This result supports hypothesigntlais similar to those of Allayannis
et al. (2012) that yield an average hedging premium ofi%bon instrumental variables’
specification. Also, regarding the firm-level corpte governance structur€@_INT),
results show that a positive and statistically gigant (0.202,t=12.38) relationship exists
between firm-level corporate governance structuek fam value [_Q), which seems to
support hypothesis 1b. This result means that arease by one point in the firm-level
governance index leads, on average, to a 20.2 mege points increasing in firm market
value. This value premium is quite similar to tho$&lapper and Love (2004).

Regarding our main hypothesis, the results show tha coefficient of the
interaction term HEDGExCG_INT) is positive and highly significant (0.068;3.63),

which means that hypothesis 1c is also supportbéeérefore, we confirm that capital
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markets reward firms that hedge when they are g@lkerned. Specifically, on average,
well-governed firms which manage their risks artugd about 18.9 percentage pofhts
higher than weakly-governed firms which also man#gsr risks. That is to say, the
hedging strategy impacts positively upon the firmarket value by roughly 18.9
percentage points when we move from the first geaftveak governance) to the top
quartile (strong governance) of the firm-level gmance.

Moreover, when we follow the recent literature melyag hedging as a direct
mechanism by which governance can enhance firmev@hliayanniset al, 2012), we
observe that the impact on firm value of firm-lewgvernance is also conditional to
hedging decision. So, on average, when a firm meség risk (does not manage its risk)
the value premium inherent to the quality of goaece is around 26.5 (20.2) percentage
points®?

As before, several of the control variables areo aggnificant and with the
appropriate sign. We find that firms with more gtbwopportunities CAPEX, high-
levered LEV) and more profitableROA firms are associated with higher firm value.
These results corroborate hypotheses 1d, 1li, andegpectively, and are in line with
Beineret al. (2006).

The leftover of the control variable®IV, FS INDDIV, INS and SIZE are all
statistically insignificant. Hence, our results wlot support the hypotheses 1e, 1f, 1g, 1h
and 1Kk.

As discussed previously, estimating a simultaneysgem of equations allows us to

analyse the interdependences between a firm’'s vahte hedging, and governance

®1 The incremental effect of hedging on firm valugeleding on the strength of governance is compused a
follows: £_..+[ xthe value of CG_INT in the third quartile (strong governance) minus

HEDGE HEDGEXCG_INT

Boee ¥ Broescs nr X the value ofCG_INTIn the first quartile (weak governance).

®2 The impact of firm-level governance on firm valoenditional to hedging decision is computed as
follows: B . +0 x1, for hedger firms ang3__ .+ x0, for non-hedger firms.

CG_INT HEDGExCG_INT CG_INT HEDGExCG_INT
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decisions. In line with this, the coefficient estites of the endogenous variables in the
line labelledL_Q in Table 6.6 reveal that reverse causality is ilggadhe relationship
between firm value and hedging decision (columnA2)stated before, from the hedging
equation it is very clear that firms that engagéealging activities have higher valuation
than their non-hedging counterparts. Now, we carate also hypothesis 2a: firms with a
higher value are expected to engage more ofteredgihg activities. The coefficient-(
statistic) is 0.413 (9.53). This is in line withetlrgument suggested by Lin and Smith
(2008). Also, the relationship between firm valunel dirm-level governance structures is
affected by reverse causality (column 3). Whereasdgcorporate governance causes
higher firm valuation, firms with higher market uak could simply be more likely to
choose better governance structures. Indeed, tefiagent estimate orL_Q in the
governance model is positive and significant at3%elevel (2.7491=28.18). This result
corroborates our hypothesis 3a and is in line Biimeret al (2006).

Furthermore, the results of the hedging equati@bld 6.6, column 2) show that the
coefficient on firm-level governance indexC@_INT) is positively and significantly
(0.036,t=2.70) related to the likelihood of hedging. Thesult indicates that the higher
the firm-level governance index, which is indicatiof strong governance structures as
well as low agency costs in the firm, the moredhance that firms use risk management
instruments for hedging purposes. Along this ling, (2012) posits that strong governed
firms use derivatives in a way consistent with ehatder value-maximization. Clearly,
our findings support our governance-related hymthghypothesis 2b) that better
governed firms are more likely to use hedging unsints in line with the interests of
shareholders.

As for the remaining firm-specific variables in thHeedging estimation, the

economies-of-scale-in-hedging argument — hypoth&gis is supported. This hypothesis
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suggests that larger firms, that probably have racoess to risk management expertise or
that have economies of scale in hedging costanas likely to use hedging instruments.
This result is consistent with Nane¢al’s (1993) hypothesis and with the findings of
several researchers, for example, Graham and R@#08), and Géczgt al. (1997). Our
results also support the liquidity-based hypothéBigothesis 2d). This is in line with
Nanceet al. (1993) that predict that firms with lower dividempayouts have probably
more internal funds available, and the presencdigoid assets reduces the need for
hedging.

We find a negative coefficient for the debt varealflEV). Also Allayannis and
Ofek (2001), Carteet al. (2006), and Hageliet al. (2007) find a negative relationship
between leverage and hedging. Caméral. (2006) argue that the financial distress
argument is suitable if all the firms face identicasts of distress (if distress occurs). Yet,
if firms with greater distress costs optimally ckedower target debt ratios, then the
observed result appears more reliable. The reshltsv that this variable is statistically
significant at the 10% level, but the sign is cantrto the prediction. So, our hypothesis
2f is not confirmed.

In turn, the coefficient from the variabl@APEX which we use to proxy for the
level of investment spending, is negative and diadlly insignificant at conventional
levels. Thus, the results do not support hypothasilso, the tax argument — hypothesis
2h — is not supported by the results from the SWRmation. Finally, regarding the
hedging model, the results also show that the exposgariable EXP) does not have a
significant explanatory power in the decision taldpe (hypothesis 2e).

Turning to the governance equation (Table 6.6,m0l®B) results, we find that poor
country-level governance structure€Q_EXT) are associated with poor firm-level

corporate governance structures. Indeed, La Roréd (2002) suggest that firms located
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in countries with a weak legal environment may hate enough flexibility to improve

their own investor protection and thereby rely omaw firm-level governance structures.
In addition, larger insider shareholding seemseuce the need for higher firm-level
control of managers’ actions (Bohren & Odegaard)&0 These results are largely
consistent with our predictions: hypothesis 3e layyabthesis 3f.

The other firm level factors, such as firm leverdlggpothesis 3g), firms’ American
Depository Receipts issuance (hypothesis 3c), haditm size (hypothesis 3i), do not
appear to be important in the decision about fierel governance structures.

With regard to hedging decision and its effect mm{flevel governance structures,
the results in Table 6.6, column 3, indicate thahd that hedge have weak firm-level
corporate governance structures. Indeed, the comffi estimate on the hedging variable
is negative and significant at the 5% level (-0,4693.83). This is opposite to our
prediction in hypothesis 3b, therefore the hypathesnot corroborated. This result may
be consistent with the idea that hedging, by deingahe firm’s financial risk, induces a
higher level of insider shareholding and in thatyweafirm’s governance can be changed
(Lel, 2012). In addition, in line with the converge-of-interest hypothesis, whereas the
primary governance function is to monitor managetmBohren and Odegaard (2006)
document that larger insider stakes could redueenfed for such control. So, this result
could indicate a possible substitution effect bemvasider shareholding and governance.

Finally, firm investment opportunitieSCAPEX and profitability ROA both also
conflict with our predictions, which means that bgigesis 3d and 3h are not confirmed.
The results in Table 6.6, column 3, indicate tiva$ with more investment opportunities
and higher profitability have weak firm-level corpte governance structures. These
results are somewhat surprising and we do not hayepersuasive ad hoc explanations.

Also Beineret al. (2006) come to the same conflicting results. Thas advanced the
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possibility that these firms may have weak goveceastructures because of their poor
past performance and low profitability. Howeveresh firms should have higher capital
requirements and, to obtain any external financihgy are forced to improve their
corporate governance.

Regarding the interaction equation, we do not preary discussion of the results.
It is worth noting that the estimation of this reggion occurs becaustEDGE and
CG_INT variables are qualified as endogenous, and by ecpuesce the variable
representing the interaction between the two viesaimust also be treated as endogenous.

Table 6.7 summarizes the results of the predicygdthneses inherent to our system

of equations.

Table 6.7.Summary of the results of the predicted hypotheses

Firm value model Evidence

HYPOTHESIS 1a: Hedging by reducing the volatility of firms’ caslofs can be Yes
value enhancing.

HYPOTHESIS 1b: Better firm-level governance structures will incsedirm value Yes
as measured by Tobin’s Q.

HYPOTHESIS 1c: Better firm-level governance has implicit a highatuation for Yes
firms that hedge.

HYPOTHESIS 1d: Firms with higher levels of investment spending expected to Yes

have higher firm value.

HYPOTHESIS 1le:

Firms with lower dividend yield are more likely t@ave higher No evidence
value.

HYPOTHESIS 1f:

Firms with a higher geographic diversification hanigher firm No evidence
value.

HYPOTHESIS 1g: Firms with multiple industrial segments have lowalue. No evidence
HYPOTHESIS 1h: The level of insider ownership is associated wiittm fvalue. No evidence
HYPOTHESIS 1i: Firms with higher leverage have a higher firm value Yes
HYPOTHESIS 1j: More profitable firms are expected to have a higlauation. Yes
HYPOTHESIS 1k: Larger firms are expected to have lower Tobin's Q. No evidence
Hedging model Evidence
HYPOTHESIS 2a: Firms with a higher value are expected to engageeratien in Yes
hedging activities.
HYPOTHESIS 2b: Better governed firms are more likely to use hedginstruments Yes

in a way that is consistent with value-maximizirgeadries of
hedging.
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Table 6.7:Summary of the results of the predicted hypothesggont.)

Hedging model Evidence

HYPOTHESIS 2c: Firms with a higher level of investment spending arore prone No evidence
to hedge.

HYPOTHESIS 2d: Firms with a lower dividend level are less liketyttedge. Yes

HYPOTHESIS 2e: Firms indicating a higher level of exposure to finil risk have No evidence
a chance of greater potential benefits from hedging

HYPOTHESIS 2f: Firms with a greater degree of financial distrékereby with a No
higher level of debt, are more likely to engage enoften in
hedging activities.

HYPOTHESIS 2g: Firm size is expected to be associated with thelilibod of Yes
hedging.

HYPOTHESIS 2h: If the firm incurs tax losses which will be carriéatward, the No evidence
probability of the firm’s engagement in hedginglvei higher.

Corporate governance model Evidence

HYPOTHESIS 3a: Firms with higher market values could simply be entikely to Yes
choose better governance structures.

HYPOTHESIS 3b: Firms that hedge are associated with a higher tyuafi firm- No
level governance structures.

HYPOTHESIS 3c: Firms issuing American Depository Receipts are etqme to No evidence
have better governance ratings.

HYPOTHESIS 3d: Firms with more growth options are expected to ionpr their No
governance structures.

HYPOTHESIS 3e: Country-level governance provisions influence filewel Yes
governance performance.

HYPOTHESIS 3f: Larger insider shareholdings are expected to retheaeed for Yes
additional firm-level governance control.

HYPOTHESIS 3g: Firms with more external financing are expecteihtprove their No evidence
governance structures.

HYPOTHESIS 3h: More profitable firms should have better firm-lexggvernance No
structures.

HYPOTHESIS 3i: The size of the firm is expected to influence fiewel No evidence
governance performance.

Note. The table lists the theoretical predictions ane torresponding empirical evidence. Those empistadiies
whose findings provide significant evidence for theoretical prediction appear after the word “Yalbse whose
findings provide significant evidence but are cangtrto the theoretical prediction appear afterwhoed “No”; those
studies that do not support the theoretical predicdppear after the words “No evidence”.

6.5 Conclusion

In this study we analyse if the use of hedging rimeents is valuable and,
specifically, if strong corporate governance stnoes lead to an incremental value for

hedger firms. In analysing these issues, we burdpodor research and on economic
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reasons, and highlight the idea that hedging angocate governance decisions are
endogenously determined. Indeed, firms with hightkeiavalues may be more likely to
engage in hedging activities or to adopt good guswece practices, rather than vice versa
(reverse causality). To properly address the enugiggeproblem described and to avoid
spurious regression results, we develop a compsalensystem of simultaneous
equations and apply the Seemingly Unrelated Reigre¢SUR) estimator.

Our results support the widespread hypothesis \adlae premium associated with
hedging activities. This premium represents aneiase of 14.1 percentage points, on
average, in firm market value. We interpret thigaslence that, on average, the Euronext
non-financial firms are using hedging instrumentSciently. Most important is that
capital markets reward hedger firms that are wellegned when weighed against those
that are poorly-governed. Specifically, the hedgstategy impacts upon firm market
value by roughly 18.9 percentage points when we anfoem the first quartile (weak
governance) to the third quartile (strong govereqraf the firm-level governance. On
average, the whole hedging premium conditional om-fevel governance quality
represents an increase of 35.6 percentage poirfterirmarket value. These results are
robust to possible endogeneity, i.e., our analgsigirms that causation runs for hedging
and firm-level corporate governance to firm valbat also we find evidence of reverse
causality, with higher valued firms engaging moftemin hedging activities and adopting
improved firm-level corporate governance practices.

We also report a number of other interesting resoift the simultaneous estimation
between firm value, hedging and firm-level govec®nNamely, firm-level corporate
governance is positively associated with the heglglacision, which means that well-
governed firms have a higher probability of undesta hedging activities seeking to

maximize shareholder value. Inversely, hedging ittpanegatively upon firm-level
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governance. This result is consistent with the idhed hedging, by decreasing the firm’s
financial risk, induces a higher level of insidéaszholding, which indicates a possible
substitution effect between insider shareholding g@overnance. Ultimately, we also find
that firms with a higher investment level, with ighrer leverage and that are profitable are
more likely to pursue value-maximizing decisions.

On the whole, our results show that well-governgthd use risk management
instruments in a way that is favourable to firmuel As a result, we add to corporate
governance literature by revealing evidence vigecisic channel by which governance

can enhance firm value.
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CHAPTER 7

Conclusion

In spite of controversial arguments in the finanderature concerning the
irrelevance of risk management activities, in récgears, an increasing number of
companies have committed substantial funds tomakagement. This seems to bring to
light the potential for risk management to presemmd even to increase firm value.

Based on the main objective of risk management raromes, that is hedging
against financial risks, previous empirical studiese investigated the hedging effect on
shareholder value focused solely on the charatiterisf firms that engage in these kinds
of programmes. Further, a number of studies hawesnated to provide evidence on the
existence of a value premium inherent to hedgirttyiies. While there has been some
evidence in support of the theoretical predictionexamination, in general the empirical
tests have met limited success. It is argued thattd information asymmetries investors
cannot discriminate between alternative uses & management instruments (hedging,
speculation or managerial self-interests). A restraind of research argues that investors
can appeal to corporate governance mechanismsntootthe managerial agency costs
and in that way ultimately control the alternativees of risk management instruments.
Indeed, several questions regarding firms’ risk agggment remain unresolved.

The main objective of this dissertation is to pdevia deeper understanding of the

puzzling issues in the hedging-value-related ltteeoutlined above. To accomplish this



we performed three empirical studies on risk mameggg and its relation with corporate
governance and firm value based in a sample of B&7-financial firms listed in
Euronext.

In this chapter, we review the results from the¢hstudies developed in the former
chapters, discuss the relationships and describedhtributions of these studies to the
exposure, hedging and corporate governance literainally, we discuss the limitations

of these studies and the possible extensions forduesearch.

7.10verview of key findings

In the first study, our main propose was to analydems use risk management
instruments for hedging or for alternative purpgseamely speculation or seeking
managerial benefits. We first examined the relaimn between the firm’s stock returns
and financial risks, such as exchange rate, irtteede and commodity price risk. From
this analysis we assess the level of financial eéggosure for each firm of our sample.
Further, taking into consideration the use of bathernal and external hedging
instruments and the firms’ operating profiles, wweistigate the determinants of such
exposures. We extend the recent research on thesesgdeterminants by incorporating
the view that firms that hedge have higher levélexposure, which means that probably
firms with a higher level of exposure self-seldotrhselves into the group of firms that
hedge.

We have observed that the firms of our sample aysgligher percentages of
exposure in the three categories of risk analyskdnwveighed against some preceding
empirical studies. Moreover, our empirical findingenfirm that the use of hedging
instruments significantly reduces the level of tnaderlying financial exposure. This

result holds for all the categories of risk in ai3&d. Regarding, the influence of the firm’s
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operating profile in the inherent exposure, we diolynd evidence on the matter in the
scope of interest rate risk. We also found thatsalection is an important issue, which
means that the firm characteristics that induceglmgdare indeed positively associated to
the firm’s financial exposures. We have consisientrified that firms that hedge are
larger and well governed, and have a higher divddewel.

The evidence up to now clearly indicates that nsknagement instruments’ usage
by Euronext non-financial firms is done for the pase of hedging. But to draw a picture
of a firm’s hedging behaviour regarding our dat&, mvust proceed with the analysis of
hedging decision determinants. Therefore, in ooosé study our main objective was to
investigate the causal relationship between firose of hedging instruments and the
quality of firm governance structures, which wasxpeed by a firm-level governance
index. The use of firm governance indexes is aovative methodology that proxies for
the effective control over managers’ actions witthie firm. Specifically, we conducted
tests to assess if a firm’s hedging decision iseuadten in simultaneity with governance
choices and other financial decisions made byithe f

Indeed, the results of the second study reconflrat firms which assure a high
level of control of managerial actions, specifigalNith the improvement of governance
structures, are most likely to pursue value-maxingizhedging strategies. Again we have
corroborated the economies-of-scale-in-hedging rasqi. Finally, we confirm the
advantage of the implementation of a simultaneogsaton framework in the
examination of hedging decision determinants, simee have found that the firm’s
hedging and corporate governance decisions areltameously undertaken, and that the
causality in the hedging-investment relationshipsrihe other way round, that is from

hedging to investment decision.
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According to positive hedging theories, the codtestablishing and maintaining a
hedging programme can be justified only in impédrfeapital markets and in a way that
they do not exceed the expected benefits of riskagament. So, it is not enough to know
that the market recognizes the effect of hedgintvides on a stock’s exposure to
financial risks, or to know the characteristics afmpanies that implement hedging
strategies, to state that a firm maximizes its @ahrough hedging. The key question is to
assess whether the hedging activities undertakaheafirm level actually increase its
value. With this in mind, in our third empiricalusty we aimed to analyse the issue of
hedging premium conditional to firm-level quality governance. The main hypothesis to
be tested was that well-governed firms assure hegdagtivities are undertaken for value
value-maximization purposes, thereby leading toighdr hedging-related value when
matched up to those firms that also hedge, bue@aashave weak governance structures.

The results of the third empirical study suppod Widespread hypothesis of a value
premium associated with hedging activities. Mospamantly, our results support the
recent literature regarding the role of corporatgegnance and agency costs on hedging
decisions, which documents that hedging is morealdé when firm-specific governance
is strong. In addition, we confirm the advantagehaf implementation of a simultaneous
equation framework in the examination of the relaship between firm value, hedging
and firm-level governance. In fact, we have conéidhthat causality runs for hedging and
firm-level governance to firm value, as measured Tmpin’s Q, but we also found
evidence of reverse causality, that is, higher eglfirms being more likely to engage in
hedging and adopting improved governance structiesalso found that well-governed
firms have a higher probability of undertaking \elmaximization hedging activities.
Inversely, hedging impacts negatively upon firmdlegovernance, which may be because

hedging, by decreasing the firm’s financial riskdiices a higher level of insider
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shareholding. This idea indicates a possible duitisin effect between insider
shareholding and governance. Finally, we also faimadl firms with a higher investment
level, with a higher leverage and those that areenpoofitable are more likely to pursue
value-maximizing decisions.

The overall results of the three empirical studias be summarized as follows: risk
management is a particularly important tool in khigy firm value from financial risk,
such as exchange rate, interest risk and commauitg risk. Our results consistently
show that risk management strategies are most commdarge firms and firms with
lower agency costs, i.e., in firms with strong filevel corporate governance structures,
which indicates that risk management is actuallyvesr by hedging proposes.
Furthermore, our results show that risk managenseatvalue increasing strategy for the
firm. In particular, when hedging firms are wellvgoned they outperformed their weak-

governed counterparts that also hedge.

7.2 Contributions

This dissertation contributes to the literature annumber of ways and it has
enhanced theoretical and empirical understandirigeding-value-related literature.

Firstly, this dissertation focuses on financiakrés a whole and uses a large sample
of non-financial firms across all industries, whesehe majority of the prior literature
focuses on only one type of financial risk and oral industry-specific samples.

Secondly, while previous studies used mostly US Bid data to analyse the
relationship outlined above, we investigated a #freample of Euronext non-financial
firms. We find that the objectives that we stated this research are useful and timely
because the analysed European countries have lse@xpterienced several corporate

governance developments that illustrate a trendatdsv specialized rules for listed
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companies, which is a direct result of the EuropPanliament and Council Directive
2006/46/CE, of 14 June 2006. Moreover, regarding risk managementensative have
assisted the mandatory adoption of more rigoroaisdstrds, such as the IAS 32 and IAS
39, which undoubtedly improves the information tised by companies and facilitates
the data collection on the subject of risk manageraetivities from firms’ annual reports.
Indeed, only a few published studies enclose riskagement matters by means of data
from Continental Europe, namely with data subsegtetAS 32 and IAS 39. To the best
of our knowledge, this is the first study that usieis kind of data based on a sample
formed by the four selected countries.

Thirdly, we use dull hedging variable, which means that we use a hgdgeasure
that accounts for the use of internal and extenedging instruments. In this we contrast
with most of the previous studies that frequentipnsider derivatives’ use as a proxy for
risk management activities.

Further, in the three studies our contributionlgo anethodological. To the best of
our knowledge, our first study is one of the fewdés that explicitly incorporate the wide
range of financial risks in Jorion’s (1990) augneehimarket model. In addition, we add to
exposure-based literature by addressing the enedgeni the hedging decision through a
treatment effect methodology. Moreover, we bringvrevidence to the hedging-based
literature on the use of instrumental variablesbprestimators. Namely, in our second
study, we use the AGLS and 2SCML, two simultaneegsations systems that involve
limited and discrete dependent variables and theatcammonly used in the economics,
sociology and political sciences literature, buteha applied in the context of hedging
literature. Further, in the third empirical studly,order to analyse the impact of hedging

on firm value depending on the strength of goveceamwe add to the hedging-value-
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related literature by explicitly addressing the @geheity of firms’ hedging and corporate
governance choices for the first time.
Finally, we add to corporate governance literatiiyebringing to light a specific

channel by which corporate governance can enhameeélue.

7.3 Limitations of the study and opportunities for future research

Finally, we would like to mention some limitatiol$ this study. Firstly, we are
conscious that annual reports may not be the beste of information. Despite, our close
examination of the information provided in the aalhwveports, errors may still have
occurred. This limitation is clearly inherent toetlesearch technique adopted in the
collection of data used in the specification of d¢ied, firm-level corporate governance
and foreign involvement variables.

Secondly, the main limitations of our study areoaislated to the specification of
corporate hedging, firm-level governance and expostariables. Without a doubt,
providing an adequate measure for corporate hedgiagnecessary element to the success
of empirical tests. It is a fact that the use dfioval value of hedging contracts has some
advantage over the dummy variable that we used, @®vides information about the
level of risk management, whereas the dummy vaiphbvides information solely about
the decision to hedge. However, in general, tha gabdften incomplete and differs greatly
from firm to firm, even though the quality of dissure has improved with the adoption of
IAS 32 and IAS 39 in January, 2005. So, we do ramehenough information to build a
continuous measure of hedging instruments.

As mentioned before, the method of collecting datathe construction of the
variable that proxies for financial risk exposumeds further improvement. In fact, the

measure of financial risk exposure used seeksré@a@y represent a net exposure, that is,
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the exposure that remains after the firm has erjageome hedging activity. Regarding
the firm-level corporate governance, we are awatbelimited information collected on
the matter of the board of directors’ structure.

An interesting avenue for further research wouldhee generation of a continuous
corporate hedging variable, as it is expected ihatcent years improvements in the
derivative disclosures have happened as a consegueh IAS 32 and IAS 39.
Additionally, regarding the firm-level corporategnance index, it might be interesting
for further research to build an improved indexttlacounts for more information
considered important in assessing the corporatergance quality.

Another interesting path for further research woblkl the enlargement of the
sample, namely by including a new set of Europeaimtries that are classified in the
Anglo-Saxon corporate governance system. Followithgse lines of thought, an
additional advantage of making a comparative staflycorporate governance across
Europe is given by the possibility to investigdte tnfluence the institutional environment

might have in the relationship between hedging juemrand firm-level governance.
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