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Abstract  

This paper brings together several contemporary topics in energy systems aiming to provide a 

literature review based reflection on how several interrelated energy systems can contribute together 

to a more sustainable world. Some directions are discussed, such as the improvement of the energy 

efficiency and environmental performance of the systems, the development of new technologies, the 

increase of the use of renewable energy sources, the promotion of holistic and multidisciplinary 

studies, and the implementation of new management rules and "eco-friendly and sustainable" oriented 

policies at different scales. The interrelations of the diverse energy systems are also discussed in 

order to address their main social-economic-environmental impacts. The subjects covered include the 

assessment of the electricity market and its main players (demand, supply, distribution), the evaluation 

of some urban systems (buildings, transportation, commuting), the analysis of the implementation of 

renewable energy cooperatives, the discussion of the diffusion of the electric vehicle and the 

importance of new bioenergy systems. This paper also presents relevant research carried out in the 

framework of both the Energy for Sustainability Initiative of the University of Coimbra and the 

Sustainable Energy Systems focus area of the MIT-Portugal Program. To conclude, several research 

topics that should be addressed in the near future are proposed. 
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1. Introduction 

Back in 2006 a group of professors at the University of Coimbra decided to create a multidisciplinary 

Initiative designated Energy for Sustainability (EfS). Its roots were the previous collaborations that had 

taken place in the context of joint supervision of PhD and MSc theses. These professors found out 

there was a great deal of common scientific interests among them and a significant potential to carry 

out new scientific projects and contracts with industry, as well as new postgraduate interdisciplinary 

educational programmes. The implementation of a Master and a PhD programmes followed shortly, in 

2007, after approval by the University Senate, which included the formal recognition of the existence 

of the EfS Initiative. The number of professors involved grew progressively along the decade from the 

original 20 to 100, plus those post-doc researchers that, after obtaining the PhD degree, remained at 

the research units where they participate in project teams or lead those teams. 

 The EfS Initiative is, by option, based on the research units where the professors and other 

researchers perform their activities. The backgrounds are very diverse, covering all the classic 

engineering fields (civil, mechanical, electrical, chemical), computer science, psychology, architecture, 

economics, life sciences, sociology, law, earth sciences, represented by 15 research units. For all 

purposes, the Initiative acts exactly on the same grounds as the University itself. The EfS Initiative is 

the University’s frontend for the wide interdisciplinary area of energy for sustainability: it manages 

scientific research, post-graduate studies and industrial liaison though contacts with companies. A 

fourth stream of activity is also organised, towards the sustainable management of the University 

campuses. In 2012, the University recognised the role the EfS Initiative had been playing as an actual 

institutional front-end. The Initiative was then officially considered a strategic institutional project 

directly depending from the University’s Rector, with a statute published in the official journal. 

 Scientific research is always carried out at the research units, which are responsible for all the 

activity, as they own and administer the corresponding funding. There are no overheads charged by 

the Initiative which, on the other hand, cares to facilitate the whole path towards ultimately signing a 

contract: identifying the funding opportunities, fostering the building up of multidisciplinary teams, help 

mobilising the university resources needed to support all the preparatory work, and actively participate 

in the dissemination of the research results. A similar approach is used regarding industrial 

connections.  
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 On one hand, a yearly meeting is organised with a set of partners comprising more than 30 

companies, the energy regulator, and the Portuguese energy agency. In this meeting the partners get 

in touch with the current research, visit a research unit, contact the students working on their theses, 

mainly through a poster contest and exhibition, and meet with faculty and researchers to discuss the 

next year roadmap. On the other hand, bilateral meetings with companies are frequently organised, 

either at the company’s premises or at the university, where topics of common interest are identified 

and possible cooperation paths are envisaged, either in the area of education and training or in any 

interdisciplinary research stream that may reveal of usefulness to the company. 

 Sustainable campus activities are carried out through numerous projects where students are 

involved, mainly directed at the energy efficiency improvement in University buildings. This can involve 

energy audits, building up energy efficiency plans [1], modifying and upgrading building management 

systems [2], improving the efficiency of energy systems within buildings or the internal environmental 

quality, in cooperation with the University’s facilities management service. A proposal was specified to 

implement a campus sustainability management system [3]. 

 Educational activities include a PhD programme on Sustainable Energy Systems, operating in 

cooperation with two other Universities, a WSc programme and a post-graduate diploma on Energy for 

Sustainability, all having begun in 2008/09, and a distance learning programme on Sustainability at 

Local Level, beginning in 2017/2018. The programmes were designed following a structured design 

approach described by Batterman et al. in ref. [4]. PhD students are encouraged to have two 

supervisors of different scientific backgrounds, in order to foster interdisciplinary work. The first PhDs 

graduated in 2013. Since then, 22 PhD graduated until May 2017. The first MScs graduated in 2010 

and 62 graduated up to February 2017. Many of the young PhD researchers graduated within the 

Sustainable Energy Systems programme are spread throughout the world, in companies and research 

institutions. The ones that chose to remain at the University of Coimbra are presently a very important 

research working force, multidisciplinary as expected, who care to actively contribute to knowledge 

advancement.  

 The present paper, besides being a showcase of many issues on energy for sustainability, 

gathered together for a wide and structured view on contemporary issues, also shows how the 

diversity of competences grew among young researchers [5], as a result of the existence of the PhD 
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programme and the intrinsic fertility of the co-operative multidisciplinary environment it requires to 

operate. This paper presents several subjects on energy systems towards a more sustainable future. 

The main goal is to analyse the major social-economic-environmental impacts of the interrelated 

energy systems under investigation. This paper also aims to provide an updated literature review on 

the covered topics, pointing out some areas of research that should be addressed in the near future.  

 

2. Renewables and the sustainability of electricity markets 

Many electricity reforms in Europe are being implemented since 1990. In pursuit of economic 

efficiency and greater competition, a single energy market is gradually being implemented in Europe, 

largely dependent on the development of adequate interconnections and cross-border transfer rules. 

The implementation of cross-border implicit auctioning mechanisms (market splitting/coupling) was 

paramount in the convergence of electricity spot market prices, contributing for the European 

integration of electricity markets. The emergence of substantial amounts of intermittent renewable 

generation, in particular from wind and solar, resulting from strong financial support mechanisms, 

reduces dependency on imported fossil fuels and allows GHG emissions mitigation. This was seen 

mainly in Europe, but was also observed in Australia and the USA, with wind based generation having 

the highest growth from 48 GW in 2004 to 433 GW in 2015 of global installed capacity [6]. 

Simultaneously, electricity markets and related liberalization are also observed in some other regions 

of the world. Nevertheless, with targets of renewable consumption share set to 45% for 2030 by the 

EU, the increasing deployment of renewables in some European electricity markets creates 

demanding challenges to the electricity sector and some concerns are raised about security of supply 

and efficient system balancing.  

 It is demonstrated that the effect of renewables on spot electricity markets, given their almost 

null marginal costs, is to decrease wholesale electricity prices [7]. In the so called "merit order effect", 

low marginal cost renewables displace, for each spot market period, the aggregated supply bid curve 

to the right, reducing dramatically the residual load assigned to technologies with higher marginal 

costs. Therefore, spot electricity prices decrease and the market fails to provide correct signals to 

sustain adequate generation capacity, configuring the "missing money problem". Nevertheless, this 

does not mean that the decrease in spot electricity prices originates a reduction of electricity price to 
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the end consumer, as the costs associated to incentives given to renewable electricity producers are 

transferred to consumer tariffs and may not be completely offset by the spot electricity price decrease. 

This is currently the cause for a big political debate. Arguments about industrial competitiveness are 

exchanged, as the electricity costs and renewable incentives burden can cause, in extreme, 

companies to leave Europe. 

 Renewables integration into the electricity market requires market adjustments to overcome 

the identified failures. The "melting-pot" and "salad-bowl" concepts express two alternative routes for 

policy makers [8]. However, flexibility of the electricity system is fundamental to obtain an efficient 

electricity market. This flexibility can be obtained through a number of strategies, of which, regional 

market integration and demand response (DR) seem to be unanimously considered throughout the 

literature [9]. Electricity market integration is one of the fundamental requirements for the introduction 

of renewables into the electricity system, contributing for adequate levels of security of supply, whilst 

providing operational optimization of the generating infrastructure. However, it was demonstrated that 

the large renewable generation capacity deployment observed has a major influence on electricity 

price divergence among spot electricity markets [10–12]. The integration of renewables into the 

electricity spot markets can also benefit from the deployment of effective energy storage facilities, the 

possibility of wind power production curtailment and the expansion of transmission systems. 

Furthermore, to achieve renewables optimisation and growth, aiming to reach the desired EU target of 

27% and keeping market integration out of peril, cross-border interconnection capacity 

recommendation should be increased beyond the currently discussed target of 15% [12]. Moreover, 

the internal development of dispatchable reserve capacity for balancing and grid security purposes 

can be avoided through the development of an adequate cross-border interconnection capacity [13]. 

Coordination of both interconnection development and renewable incentives should be considered by 

EU policies. 

 Policy makers and regulators aim to harmonise the electricity sector; however, the dynamics 

involved are difficult to predict and new challenges arise in designing adequate measures to provide 

information to electricity system stakeholders, to guide investment priorities, establish risks and 

provide guidance in policy design and regulatory framework. The development of eco-friendly and 

sustainable measures, recognising that the environment and its diminishing resources represent a 

genuine threat to long-term prosperity, are driving European policy. 
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3. Electricity distribution adaptation to a smarter and more sustainable future 

Electricity distribution networks are a central component in the electricity value chain, traditionally 

designed to allow electricity flows from higher-voltages upstream coming from fossil generation, 

toward low-voltage downstream distributed loads [14], [15]. However, this traditional role is evolving 

partly due to the growing diffusion of distributed energy resources in the form of distributed solar 

photovoltaic or wind generation, electricity storage, electric vehicles (EVs) and charging infrastructure, 

as well as the increase of information and communication technologies that contribute to better 

monitoring and control capabilities [16–18], which make distribution networks smarter. Additionally, 

recent policies are stimulating a shift toward cleaner energy sources and sustainable development. In 

the EU the climate and energy agenda aims to deliver ambitious goals for energy efficiency and 

renewable energy increases, and GHG emission reduction with specific targets toward 2020, 2030, 

and 2050 [19–21]. These are further supported by the Energy Union [22], and the recent Clean Energy 

for All Europeans package [23], with specific proposals for redesigning the electricity sector [24–26].  

 These technology and policy dynamics can be observed as drivers for a transition to a smarter 

and more sustainable electricity sector. In the EU, this transition builds on the structural changes 

brought by market liberalisation [15], [27], through which electricity distribution was established as a 

regional natural monopoly, mandated to act as a neutral market facilitator separated from competitive 

activities in generation and retail. In this context, the roles, and responsibilities of electricity distribution 

system operators (DSOs) have been significantly policy-driven, and their operations regulated by 

National Regulatory Authorities (NRAs) at the Member State level [28–30].  

 The observed changes represent possibilities for new tasks to be performed at the distribution 

level [31]. For instance, DSOs could become more active network managers by coordinating system 

flexibility made possible by the growth of distributed generation and smarter loads and enabled by the 

increasing levels of monitoring and control. Nonetheless, these possibilities lead to a series of 

challenges related to the extent to which DSOs should be involved in activities and services 

associated with a smarter and more sustainable electricity system, such as: promoting energy 

efficiency, DR and demand side management measures; deploying, owning, and managing EVs 

charging infrastructure; deploying, and owning smart meters; managing distributed generation; and 

handling growing amounts of data [32]. These areas have been recently presented as “grey areas” for 
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DSOs in the future [33], [34]. This uncertainty is associated with: the need for DSOs to act as neutral 

market facilitators in a liberalised sector; the possibilities for some of these activities to be developed 

in a competitive market; and, the fact that DSOs have an operational scale and connected grid-users 

base that could position them as adequate providers for innovative smart grid services. 

 The regulated monopoly nature of electricity distribution further exacerbates the challenges 

associated with adaptation, given that DSOs must continue providing a reliable and affordable service, 

while going through the challenges of a changing sector. Considering these challenges through a 

network industry transformation lens calls for intertwined efforts to solve technological, institutional, 

and organisational issues underpinning electricity distribution adaptation [35], [36]. This triad is also 

valuable for organising research efforts shedding light into these challenges. Technological 

adaptation-oriented research has contributed with knowledge on the integration of electricity storage in 

distribution systems [37–41], integration of distributed generation sources from wind [42–44], solar 

[45–49], CHP [50–52], and micro-CHP [53–56], integration of EVs [57–60], integration of smart meters 

[61–66], implementation of DR [67–71], deployment of active distribution management systems [72–

76], and advanced grid monitoring and control [77–79], as well as the use of artificial intelligence 

methods [80–82], and machine learning applications [83], [84]. Institutional adaptation-oriented 

research has contributed with knowledge on the adaptation of the existing regulatory framework [85–

90], with analysis of different regulatory approaches, such as incentive regulation [91–93], and 

innovative methods to stimulate electricity distribution adaptation to smart grids [94–96], which often 

include regulatory recommendations for NRAs [97], [98]. In addition to a number of studies on the 

impact of regulatory frameworks on adaptation [99–103], the branches of research presented are but a 

sample of the ongoing progress aiming at a better understanding of the technological and institutional 

changes necessary to the transition towards smarter and more sustainable electricity distribution.  

 In this context, the organisational adaptation aspects of electricity distribution have been 

explored to a limited extent, despite the evident importance of facilitating organisational change and 

business model innovation as part of the energy transition [104–107]. Contributions from 

organisational adaptation-oriented research have focused mostly on the impacts of market 

liberalisation [107–110], whilst fewer efforts are visible on understanding the ability of DSOs to adapt 

to a smarter and more sustainable electricity sector [106], [111]. 
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 Exploring the organisational dimension of electricity distribution becomes more relevant as the 

importance of the social sciences and humanities gains momentum within energy research [112], 

[113], for which interest on individual behaviours and their potential can be observed as a growing field 

of study [5], [114], [115]. In this context, DSOs are complex technological and policy-driven 

businesses, for which a better understanding of their ability to adapt towards smart grids can 

contribute insights to ongoing policy debates [116]. This knowledge can shape future policies and 

electricity market designs to consider business model innovation opportunities and constraints. These 

go beyond technical aspects (such as the extension of distribution networks, and electricity 

distributed), and regulatory aspects (such as incentive models, regulatory approaches). Additional 

aspects to consider include complex sets of technical, and managerial capabilities; and resources 

whose characteristics and flexibility to adapt to a changing paradigm remain significantly understudied 

to this day. 

 In line with this, future opportunities exist to develop a body of knowledge focused on the 

adaptability of electricity distribution companies in a changing electricity sector. Possible approaches 

could focus on organisational capabilities, and how these are influenced by business characteristics 

(e.g.: ownership, connected consumers, unbundling type, technical characteristics, operational 

expenditures, capital expenditures, network length, electricity distributed, etc.) [117], [118], as well as 

market factors (i.e. sector structure, sector liberalisation, regulatory method, innovation policies, etc.) 

[119]. Additionally, it would also be valuable to explore how market factors and business 

characteristics influence the role of DSOs on engaging in innovation activities, transition to more digital 

operations, and smart grids diffusion.  

 Only a more detailed understanding of the organisational dimension of electricity distribution 

can contribute with valuable insights for the debate on business model innovation and electricity 

market redesign [22], [25], [120], [121]. This proposed research efforts combined with ongoing 

research on technological and institutional adaptation can facilitate the transition of electricity 

distribution to a configuration in which connected consumers reap the benefits of innovative 

technologies and cleaner energy sources, all part of a smarter and more sustainable electricity sector. 
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4. The potential of city scale residential demand response in the electricity grid 

The impact on the electricity distribution system of DR actions will result of changes in the electricity 

usage by end-use consumers in response to stimuli. DR is a designation used for programs that seek 

to take profit of price elasticity of demand to get short-term load reactions to price signals or to signals 

related to some kind of operational grid constraint. However, due to the dispersed and uncontrolled 

nature of the management of end-use appliances, estimating the energy and power output of the 

aggregation of a high number of consumers enrolled in a DR program requires a specific approach 

which can take into account the random nature of load response.  

 The electricity grid is one of the most significant technological achievements of the 20
th
 

century and is considered by many the most complex system ever built. This remarkable infrastructure 

carries electricity to enable services now considered essential for living [122]. However, there is a 

need to continuously balance supply and demand throughout the day in real time. Over the years, 

utilities have made various cost-effective improvements to the generation and dispatch of electricity to 

maintain reasonably reliable and affordable service to evolving electricity demands. Today, utility 

companies must also address new societal and regulatory obligations – mitigating emissions of GHG 

in their energy generating facilities, combining the traditional energy generation processes with 

dispersed generation, renewable energies and energy efficiency measures/requirements. Renewable 

energy sources, energy efficiency related measures and grid operation programs, e.g. DR, must be 

integrated both into the network and in the market. The future of both the electricity grid and the 

market needs the coordinated actions of competing players – producers, suppliers, consumers, 

prosumers (consumers that also produce and/or sell and/or store energy) and energy service 

providers [123]. 

 The management of electricity consumption is an important tool to balance demand and 

supply. Instead of strongly investing in new network infrastructures and installing more generators to 

operate during peak demand periods, with low load factors [124–126], it is possible to manage energy 

use in households, through the so called DR strategies [127]. In the smart grid context, new devices 

have been proposed to modernize electrical power systems, combining features of smart metering 

with Residential Energy Management Systems (REMS). According to Roe et al. [128], REMS are a 

combination of hardware and software that conducts monitoring, planning and control functions of 
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energy uses within a dwelling. However, having such a resource requires an investment by the DSOs, 

the utility company and/or by the energy consumer.  

 Of the available renewable energy sources, the most likely to be used at a larger scale are 

solar and wind, both of which are non-dispatchable, irregular and difficult to forecast. Using current 

tools to manage load and supply fluctuations, it is possible to deal with the variability of renewables at 

low levels of implementation. However, an increase in penetration of renewables of 10-30% of the 

power supply capacity requires new resources to make the fluctuating supply match the also 

fluctuating load [129]. 

 Another reason for the study of new tools to balance supply and demand is that transmission 

networks in Europe, due to new market mechanisms, are becoming a platform for increasing energy 

flows [130], [131]. In addition to this burden, technological advances require more energy to supply 

new appliances. Thus, the gap between electricity supply and demand is increasing in many countries 

[132], [133]. Conventional approaches to solve the referred problems are based on the expansion of 

the supply-side resources, even if only to serve as idle backup power. These are usually high-

investment solutions which are expected to operate for a very small fraction of time. An alternative 

approach is then to manage the energy consumption, in order to compensate fluctuations, avoiding 

the need of new, most of the times stranded, supply capacity [124–126]. Recently, Celik et al. [134] 

stated that while the impact of DR at the household level is well studied, it still needs to be further 

investigated at a larger scale, e.g. neighbourhood level. 

 The possibility to use load control techniques or, more generically, to manage resources in 

households, exists because consumers do not need energy by itself. Instead, they need energy 

services, e.g., lighting, hot water, cooling/heating, among others, which should be provided in the most 

efficient way. This idea is not new, and it was underlined more than 30 years ago by Schweppe et al. 

[135]. The possibility of having equipment managing household energy resources can provide 

significant changes that need to be studied. Former Demand Side Management (DSM), focused on 

improving the efficiency of electricity consumption in general, and DR programs focusing in Load 

Management (LM) were run and almost completely controlled by the load manager (utility company) 

while price response programs depended almost exclusively on the energy consumer [136]. The 

deployment of DR programs and the recent trend to use advanced smart meters require the 



12 
 

assessment of their possible aggregated impact. For that purpose, the knowledge of the household 

consumption pattern (and its composition in terms of the individual end-uses) is fundamental. 

 DR is based upon the assumption that the several elements of the electric grid can 

communicate with each other their response to comply with the needs of the grid operation. Possible 

examples are: managing demand to deal with grid events, switching off appliances temporarily in 

order to cope with peak load situations, shifting loads in order to reduce losses and take more 

advantage of available renewable generation. If no doubts exist that DR can help optimize system 

operation, it is unclear whether it effectively reduces energy use from consumers, bringing energy 

savings and environmental benefits. Some DR activities may provide net energy savings while others 

do not. In an emergency situation, dimming lights in an installation during the required time will not 

mean they will consume more energy afterwards, but for other equipment (e.g. air conditioning) 

switching it off during a system event can lead to an increase in consumption after the event is over. A 

complete review and description of DR programs was performed by Albadi and El-Saadany [127]. 

Kostková et al. [137] provided an extensive review on load management methods, techniques and 

programs, theoretically described or practically used. Recently, Celik et al. [134] provided a review on 

residential load modelling in a single home and concepts of coordinating mechanisms for multiple 

homes. 

 Several simulations of load control have been presented by many researchers, using diverse 

techniques. However, as stated before, a deployment at a larger scale has been weakly addressed. 

The following works have addressed diverse methodologies and techniques to simulate REMS 

performance. Karnouskos and de Holanda [138] stated that if a REMS system can only be 

implemented with high technical and financial effort, only few devices can be controlled and the 

involvement of consumers with low power input is not profitable. The simulated infrastructure 

implemented an energy controller agent that continuously monitors the overall power generation and 

consumption with any deviation beyond a specific predefined limit result in a control action, thus 

balancing supply and demand. If the systems account higher consumption than generation, the energy 

controller agent tries to shed some devices or to start new generation resources. If instead, there is 

higher generation than consumption, the energy controller reconnects loads. The capacity to shift the 

demand of certain household appliances was quantified by Teng and Yamazaki [139] according to the 

cost of electricity from two electric power sources, the energy grid and renewable energy locally 
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produced in the household. Commercial supply was considered, when in use, to represent a high cost 

option, while renewable energy was referred to as a low cost option. An open industry standard for 

system-level modelling called SystemC [140] was used to create a simulation framework to model a 

house equipped with several home appliances and a smart metering device. The proposed platform 

scheduled three working periods. The presented simulation reduced the household peak power 

consumption from 2.73 kW to 1.19 kW in a four hour period. A simulation tool regarding the 

optimization of the operation of household appliances using DSM strategies was presented by Gudi et 

al. [141]. The formulation problem was performed using particle swarm optimization, trying to 

automatically select which appliances will operate at each moment, adjusting energy usage and 

minimizing energy costs. The optimization results revealed a reduction of 19-21% in electricity energy 

costs for the consumer. Molderink et al. [142] used three techniques to create control structures for the 

simulation environment of REMS. Artificial neural networks were used to predict a daily local 

production, using the consumption pattern, micro combined heat and power generation. A second 

technique consisted in performing a global programming approach in order to minimize the mismatch 

between what was consumed (demand) and what was produced (renewable energy). A final approach 

consisted in using a linear integer program to optimize the control of equipment in households. Local 

prediction using artificial neural networks performed well for 39 residences, for a single day simulation. 

The authors concluded that it is possible to make a forecasting for a group of houses based on 

predicted heat demand. 

 Real time pricing and DR stimulated by higher penetrations of renewable energy were studied 

by Roscoe and Ault [143]. This study had as its premise the use of real-time pricing of electricity, 

providing consumers to be flexible but to retain overall control. Two main objectives were set, the first 

one consisted in assessing the likely financial benefits of such tariffs for consumers and for the power 

network in general, the second goal consisted of predicting possible problems with implementing real-

time pricing, by examining the difficulty in predicting demand and setting prices. A time-domain 

simulation with probabilistic appliance events was developed, taking into consideration the percentage 

of all households with electricity load types, the average electricity demand kWh/house/day (for all 

houses), the average electricity demand kWh/house/day (households without gas) and the average 

UK electricity demand for 25 million households. The events were scheduled using Poisson 

distributions and were characterized by increments of a certain power value (e.g. 150W) and a 
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temporal duration (0.5h) which are switched on at times of lower energy costs provided by the need to 

sell renewable energy in certain periods of the day (excess production) and in order to balance 

demand and supply. The simulation was influenced by a process of delaying working cycles of 

electrical appliances and by price elasticity. This simulation estimated an 8-11 GW potential peak 

demand reduction for the United Kingdom, strongly depending on the level of assumed elasticity. The 

authors also concluded that many customers will perceive real-time pricing tariffs as better value than 

the fixed-price tariffs. This is suggested because, on average, simulated consumers on real-time 

pricing tariffs manage to use more energy, although paying less. This may explain why electricity 

suppliers may be unwilling to offer such tariffs, since their profits may be reduced. Finally, the authors 

recommend further work on demand-forecasting and the price-setting strategies.  

 Roe et al. [128] developed a discrete event simulation to study DR action in a household. The 

methodology of this simulation was divided into two steps. The first one delays controllable appliances 

so they are not used during the DR service time. The second step manages a stationary battery in 

order to help reducing residential power demand during DR request time (load reconnection). Each 

daily power demand was simulated 50 times for each scenario. Differences between simulations 

consist in slightly modifying appliance start times and in the number of controllable appliance events, 

in order to model random consumer behaviour. The study considered the simulated results to compute 

the REMS simple payback period regarding the resulting energy savings. The conclusions of the study 

revealed that the simple payback period was in the order of one year for a REMS equipped household 

with no stationary battery. With a stationary battery, the simple payback period was extended to over 

10 years. The simulation presented by Zeilinger [131] tries, according to the author, to be as flexible 

as possible in order to cope with DR options, defining the end-use behaviour to perform the simulation 

of appliances. Therefore, the study separated the household appliances in groups. This way of 

thinking led the author to present a working methodology in which each appliance has a control unit 

installed that independently determines the need to influence the power consumption due to the 

current energy supply situation. This can also be used to analyze the demand flexibility of energy 

resources in households. Miguel et al. [144] presented a simulation for an hypothetical 20% 

deployment of a residential energy management system on the city of Coimbra, Portugal, based on 

the Energy Box concept [145]. The authors described a methodology that identifies the start of 

operating cycles of appliances and other loads on a given general load diagram, enabling the 
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simulation of load shifting caused by the operation of residential energy management systems. The 

results show the release of almost 3% of the demand on periods of higher price, but also the 

occurrence of a pronounced peak during the night period, an occurrence which may need to be dealt 

with, and for which some solutions were proposed. The developed methodology used spot prices, as 

those referred to by Miguel et al. [146], by applying clustering algorithms to historical data, namely 

using a hierarchical method and a self-organizing neural network, to obtain clusters of diagrams 

representing characteristic daily diagrams of electricity price.  

 Future results of appliance-focused testbed projects aiming at identifying the price elasticity 

related behaviour of electricity demand will hopefully lead to a deeper understanding of the impact that 

DR may have on optimizing the power system management and increasing the share of renewable 

energy. Such understanding may provide the basis to evaluate DR under different circumstances, 

crossing demand and generation capacity and their respective variations during the year. The original 

question that prompted some of these works consists in finding how an investment in an infrastructure 

can be justified without knowing what could be its outcome. REMS equipment is supposed to provide 

the network operator with a set of standard flexible loads. Currently, many of DR studies deal with 

delays to the operation of appliances. Other additional possibilities include interrupting the operation of 

appliances, considering more types of loads, e.g. appliances dealing with thermal energy or EVs, and 

considering local renewable generation. The possible introduction of new peak demand periods in the 

diagram implies the need to take into consideration management strategies. This is strongly related 

with the willingness and the time availability of consumers for the DR actions that are considered. One 

possible management hypothesis would be the introduction of a random delay when defining the re-

start of the various end-use loads. Peak coincidence would thus be reduced and the resulting 

aggregated diagram would be smoother. A different possibility may imply the DSO to have some 

degree of control, imposing a queue in order to only enable the switching-on of controlled appliances 

at an established maximum rate.  
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5. Renewable energy cooperatives and other citizens' power initiatives towards a community 

based distributed energy generation 

In the 20
th
 century, power systems have mainly been built to accommodate central power plants, 

meaning large fossil fuel plants, nuclear plants and hydro power stations. The emergence of 

renewable energy technologies for distributed electricity generation and their increasing cost 

competitiveness with traditional means has slowly, since the 1980s, initiated a disruption in electricity 

markets. More and more distributed energy resources are being introduced into the power system. 

End-users are becoming not only producers but also active participants in network balancing 

operations. Although there is no single definition, a broad consensus is that distributed energy 

generation systems are small-scale units that are connected to the distribution grid. They usually have 

one or several strong local dependencies. They are connected to the distribution network, not the very 

high voltage transmission grid. The energy source is available locally (e.g. wind, solar, biomass, 

biogas, geothermal, ocean energy, hydro), the producers consume the electricity for their own needs 

and/or they are relatively small actors in the electricity market (e.g. a municipality, a cooperative, a 

private investor, a land owner) [147]. Community renewable energy (CRE) initiatives are one example 

of such actors, emerging across Europe in different forms, as a result of local traditions and 

possibilities at their disposal in accordance with the existing relevant landscapes (e.g. market 

structure, grid accessibility and rules, financial infrastructure, institutions and renewable energy policy 

measures, support networks [148]).  

 While the classical regime of energy provision usually involves highly centralized energy 

infrastructures with "end-of-wire captive consumers" [149], CRE initiatives, in most cases, constitute a 

substantially different socio-economic model of energy production, distribution and use. What 

distinguishes CRE initiatives from investor owned or government renewable energy projects is that, as 

enterprises, they belong to the Social Economy. This is a middle-path, or third sector, that lies 

between the private sector dominated by investor owned firms and the public sector dominated by 

state owned enterprises. Social Economy enterprises are characterized by association-based 

economic activities founded on a specific set of values. They are autonomous in management, and 

practice a democratic decision-making system, such as "one person – one vote" in the case of 

"traditional" cooperatives where, regardless of the number of shares, a cooperative member holds one 

vote in the general assembly. Their modus operandi is based on the principles of participation, 
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empowerment, individual and collective responsibility and care for the community. Their aim is to 

provide a service to members and/or the community rather than solely generating profits and seeking 

financial returns, assigning primacy to persons and work over capital. Unsurprisingly, as such many 

CRE initiatives have sprung out of social-movements belonging to the "political left", harbouring anti-

nuclear (such as Elektrizitätswerke Schönau in Germany) or self-sufficiency and local energy security 

sentiments (Sifnos Island Cooperative in Greece). 

 The success of CRE initiatives depend on the voluntary contributions, intrinsic motivations and 

collective action capacities of their members, including their skills, knowledge, leadership qualities, 

embodied sustainable development values and objectives, and enthusiasm for grassroots initiatives 

dedicated to protection of the environment [150]. The EU, in its Energy Union Package [22], 

encourages this niche in the energy transition effort through outlining a vision of an Energy Union with 

citizens at its core, where citizens take ownership of energy transition, benefit from new technologies, 

and participate actively in the market.  

 CRE initiatives established with the objective of developing and operating renewable electricity 

projects have attracted increased attention in sustainable energy transition literature over the past 

couple of years. Although there is no universally accepted consensus in literature, researchers infer 

varying degrees of community involvement in the CRE term [151]. One of the most commonly cited 

categorizations [152] is that community projects are considered as those with a high degree of direct 

involvement and decision-making influence of local people in the planning, installation and operation 

of a project, and/or where the benefits of a project are distributed through local job creation, 

contribution to local infrastructure regeneration, providing local education resources and sensitizing 

the local population to sustainable energy provision topics (in addition to the wider global contribution 

towards further renewable capacities accumulation). However, within this defined scope, CRE 

initiatives analyzed in literature still remain quite multifaceted, and a diversity of ownership models 

exists. Projects can be either completely owned by the community or developed in partnership with 

private or public sectors. Such ventures include many legal and financial models (local institutional 

landscape permitting) such as cooperatives, community charities, development trusts representing 

communities’ interests, and shares owned by community based organizations [153]. 
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 Within the variety of institutional, legal and financial models utilized in setting up CRE 

initiatives, cooperatives constitute the organizational form that is the most common vehicle for citizens’ 

active participation in electricity markets and influence exertion on local energy policies in continental 

Europe. They provide the institutional framework to involve citizens with political, social and financial 

aspects of renewable energy deployment, thus “democratizing” the energy sector [154]. Renewable 

energy cooperatives carry with them underlying social values and ethical principles. Those principles 

are voluntary and open membership, democratic member control, economic participation by members, 

autonomy and independence, education, training and information, cooperation among cooperatives, 

and concern for the community [155]. 

 From the technology perspective, and resulting from local bio-physical conditions, solar PV 

and wind energy technologies have clearly been documented in the literature as the most extensively 

applied systems in renewable energy cooperatives [149]. Photovoltaics are particularly attractive 

because of their modularity, simplicity, high reliability, low maintenance requirements and short lead 

times. Those favourable characteristics can also be attributed to the case of on-shore wind energy, 

where the simplicity of the power generation process, the high reliability of the technology and the 

availability of service providers (in countries where many RE cooperatives are found today) facilitate 

its application. In addition, an increasing number of rural biomass farmers’ cooperatives are 

documented in Austria and the South Tyrol province of Northern Italy [156]. 

 CRE literature aims to classify the drivers and barriers for citizens’ energy initiatives [156], 

[157]. They can be identified within the boundaries set by systemic factors (as classified in ref. [158]) 

that define the electricity market and renewable energy landscape in the countries where they operate. 

Such factors include the market structure, namely division of activities, generation, transmission, 

distribution, and retail, and the level of competition within them, or degree of monopolistic 

concentration. Indeed, the majority of CRE initiatives in Europe are based in countries where 

liberalization has lead to increased competition among retailers and unbundling of activities in the 

energy market. Namely, according to the European Federation of Groups and Cooperatives of 

Citizens for Renewable Energy (REScoop) [159], there are 2.397 CRE initiatives and renewable 

energy cooperatives in Europe (defined according to the REScoop as organizations operating "a 

business model where citizens jointly own and participate in RES and energy efficiency projects"). The 

overview of the REScoop membership structure reveals that the national counts of such enterprise is 
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very disproportional. Almost 55% of member entities are based in Denmark, Germany and Sweden 

while Greece, Portugal and Spain altogether are represented by only 18 initiatives in the REScoop 

Federation. The number of such enterprises in Central and Eastern European ("new") EU member 

states is negligible. Moreover, in countries where the liberalization of the energy market is a reality, 

CRE schemes are responsible for significant renewables’ capacities, most prominently in Germany 

where they constitute nearly 50% of installed RES capacities [160], and in Denmark where 70% of 

wind power plants are owned by cooperatives and farmers [161].  

 Further systemic factors are the complexity of administrative procedures for building permits, 

the transparency of grid connection processes and their costs, the access to renewable energy project 

financing (e.g. banks willingness to provide loans or the financial potential of citizens to purchase 

shares in projects), the public opinion and support for renewables, and the knowledge about potential 

benefits of CRE schemes. In the context of the latter, several studies suggest that small-scale 

community-based wind power projects receive strong levels of support from local people [162–164], 

and that local opposition towards wind energy projects, the so-called NIMBY ("not in my back yard 

attitude"), has been reduced through local participation, participatory decision-making processes, and 

(equal or fair) distribution of economic benefits [165–168]. 

 The existence of a legal framework under which CRE initiatives (such as renewable energy 

cooperatives) may be established as legal persons, the rules of economic association that it 

prescribes, the actors that may join it (individuals, municipal institutions, etc.), and tax status that it 

carries, will determine whether such enterprises can be formed in the specific local context, operate in 

accordance with their defined set of values, and secure the envisaged benefits for their members and 

local community. Finally, and most importantly, the stability of political and financial renewable energy 

support policy schemes is identified as paramount factor for the success of CRE projects, most 

prominently for the development of new initiatives. The 2014 reform of the German renewable energy 

act, for example, resulted in a significant decrease in the formation of renewable energy cooperatives 

in the country, dropping to 29 new cooperatives in 2014, as opposed to 194 newly registered in the 

country in 2011 [158]. 

 Nevertheless, cooperatives have also been found to be resilient to crisis, thus making them 

sustainable in terms of longevity. Such resilience, resulting from the dedication, capabilities and values 
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that drive their members has helped cooperatives adapt their business models to overcome sudden 

and adverse renewable energy policy support shifts [169]. The International Labor Organization [170] 

has underlined that renewable energy cooperatives – as enterprises with a triple bottom line: people, 

planet and profit – have great potential for contributing to development, and poverty and energy 

poverty alleviation. By making energy accessible and affordable they can improve productivity and 

living conditions. Moreover, they create jobs, including green jobs, particularly in rural areas. 

 

6. Input-output multi-objective models to assess economic-energy-environment policies 

The input-output (IO) methodology is an interesting and flexible tool for the theoretical or empirical 

investigation of a wide range of applications encompassing the analysis of more aggregated or 

disaggregated systems, depending on the objectives of the study [171]. Indeed, IO analysis has been 

applied for a wide set of specific problems, such as inflation, transportation requirements, 

environmental pollution, depletion of non-fuel mineral resources, impacts on the employment [172–

175] at different micro and macro level of analysis (such as national economic planning [176–178]; 

regional planning [179]; analysis of a specific sector [179], [180]; and study of enterprise’s economy 

[181–183]). Some extensions and combination of IO models with other methods have been developed 

in order to extend their application to different topics and allowed modelling complex systems 

regarding economic and physical relations [184–186]. IO models have been modified for the explicit 

analysis of the energy sector (e.g. see [187–189]), whereas intrinsic features regarding economic 

activity, energy use and environment effects have led to extensions of IO models that combine both 

environment and energy modelling (e.g. see [190–195]) and to analyze energy-economy-environment 

(e3) interactions (e.g. see [196–198]). As referred to by Faucheaux and Levarlet [199], the e3 models 

are well suited to address the complex interactions between the process of energy production and 

consumption, the economy and the environment. Examples of the extension of IO models are the 

Economic Input-Output Life-Cycle Assessment (EIO-LCA) method, IO Hybrid models and IO Multi-

Objective Linear Programming (IO-MOLP) models. 

 The EIO-LCA method has been developed for the application of IO analysis to Life-Cycle 

Assessment (LCA) [200–203]. The LCA methodology assesses the environmental impacts associated 

with the life-cycle (LC) of the product under study and has an important role in public and private 
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environmental management [204–206]. The advantages of the EIO-LCA models over the standard 

LCA’s come from the capability of capturing all the intra-sector flows (both direct and indirect) without 

‘‘double counting’’, less resources and time requirements and inclusion of emissions caused by 

services and machinery ([202], [207], [208]). The main strength of EIO-LCA model compared to 

standard LCA’s is to provide a more complete supply chain of economic activity needed to produce 

any commodity in the economy, therefore extending the boundaries of the analysis to the entire 

economy [201]. For that reason, as referred to by Jeswani et al. [209], this method can be viewed as a 

macro-level LCA covering the ‘‘cradle to gate’’ portion of the LC that is potentially more useful to 

support high-level (e.g. national) policy decision-making rather than for decision-making on specific 

products or processes. On the other hand, some limitations of EIO-LCA (also derived from the 

assumptions of the basic IO model) can be identified: the model often assumes the same production 

technology for imported and domestic products; problems related with the homogeneity and linearity 

assumptions in which each sector produces a single commodity using a single technology; 

proportionality between environmental loads and economic flows for sectors with different 

characteristics; problems of aggregation; the use and the end-of-life stages are neglected; and 

problems regarding reliable and up-to-date data [201], [202], [210]. 

 Nevertheless, production and consumption systems are best represented by a combination of 

bottom-up and top-down perspectives in a model that reveals the microstructure of the important parts 

of a product system and, at the same time, covers the entire economic system [202], [211]. As a 

result, hybrid methods have been proposed to combine process-based LC inventories and 

environmentally extended IO (EE-IO) inventories in order to use the strengths of both [212]. The term 

“hybrid” herein represents not only the integration of IO and process based data, but also the 

combined use of both physical (process-based) and monetary (IO-based) data, which opens the 

possibility of combining environmental and economic aspects [209], [213], [214]. In the hybrid models 

the combination of physical and monetary units into the IO matrices is made, in which new rows and 

columns are included for energy sectors, substituting flows in monetary units by flows in physical units 

[215]. The use of the hybrid IO formulation helps eliminating the effect of price distortion on the results, 

i.e. specifying the energy transactions in physical units in this hybrid formulation allows that the energy 

conservation conditions can be expressed as a set of physical relationships independently of the 

prices of energy [193]. However, as stated by Majeau-Bettez et al. [211], the lack of quantitative 
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assessments of the presumed advantages of hybrid approaches relatively to LCA and EE-IO models 

may partly explain their slow adoption. Therefore, LC databases should also incorporate hybrid 

perspectives, rather than a strictly process-based approach. The inclusion of economic aspects in LC 

databases will allow the progressive compilation of hybrid inventories. 

 IO analysis has influenced the early development of linear programming models as a result of 

the empirical programming needs [216], [217]. Several studies in using linear programming models 

coupled with the IO framework for different purposes are identified [218–224], as well as introducing 

environmental and energy (and combinations of both) objectives [225–227]. However, IO-MOLP 

models can better capture the real world problems and have been applied to study the impacts of 

national and regional policies on the employment, water pollution, energy requirements, CO2 

emissions, foreign trade balance, etc. [228–231]. IO-MOLP models using hybrid frameworks and 

external expansions of the IO model have been used to assess energy-environment-economic-social 

objectives [215], [232–234]. Some studies have developed MOLP models based on IO analysis 

incorporating explicitly the uncertainty treatment: Chang and Juang [235] and Chang [236] have 

applied a MOLP model with fuzzy coefficients in the objective function; Borges and Antunes [237] 

have developed a MOLP with fuzzy coefficients in the objective function and in the right hand side 

vector; Henriques and Antunes [238] have applied an MOLP model with interval coefficients in the 

objective function, the right hand side vector and also in technical coefficients. The IO-MOLP models 

are able to capture the complexity and conflicting nature of real world problems allowing obtaining 

insightful information that would not be possible to achieve with a separated application of both 

methodologies. However, there is a lack of studies integrating inter-regional IO models with MOLP, as 

well as inter-regional IO models with hybrid units and MOLP models for e3 analysis and incorporating 

uncertainty analysis. The development of those methodologies will be useful for the analysis of 

specific states or regions inside a national economy, whereas dealing with uncertainty sources in the 

scope of IO-MOLP models. Finally, there is a lack of studies using the IO-MOLP framework 

encompassing economic, energy, environmental (especially GHG emissions) and social (especially 

employment levels) spheres coupled with LCA estimates, which are useful for the analysis of specific 

energy commodities. The integration of LCA and hybrid IO-MOLP models allows incorporating 

different processes into the model and expanding the boundaries of the analysis to the entire 
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economic system such that direct and indirect effects in an integrated- or country-basis analysis are 

accounted for [239]. 

 

7. The potential of urban planning in reducing environmental and health impacts 

The demands of a growing population and the increasing migration of population to urban areas, 

together with technology developments and lifestyle trends, have driven cities to rapid development 

and growth [240–242]. Today, more than half of the world’s population lives in urban areas (73% of 

the population in Europe), and this share is expected to continue to increase [243]. While urban areas 

cover a relatively small fraction of terrestrial land (less than 3%) [244], they are responsible for more 

than 60% of the energy consumption worldwide [245], [246]. Urban areas also embody the heaviest 

consumption of natural resources and production of pollution and waste: they are estimated to account 

for over 70% of the total GHG emissions associated with anthropogenic activities, which are 

recognized as the main driver of global warming [243], [247]. A relevant reduction of the resource 

requirements and emissions associated with urban areas would be a major contribution at local and 

global scales [243], [247–249]. 

 In the last decades, the emerging concept of sustainable development has led to a generally 

wide interest on identifying an environmentally sustainable urban form (i.e. the spatial configuration 

and shape of a city), as it has been recognized to strongly affect environmental performance in the 

built environment [249–252]. Attention has been paid to the debate on the effects of two archetypal 

concepts: the compact and the disperse city. However, the complexity of the multi-dimensional 

linkages between urban form and environmental impacts associated with human activities makes it 

challenging to achieve consensual agreement, or universally applicable solutions [249], [252]. While 

some urban planning and design principles are generally supported to improve environmental 

performance, such as compact, dense and mixed use developments, sustainable transportation 

systems and green infrastructure, there is an evident need for empirical frameworks to assess and to 

compare alternative approaches, strategies and policies, to inform planners, designers and decision- 

makers [249], [251], [252].  
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 Buildings are one of the most significant contributors to resource use and environmental 

impacts in urban areas [253]. Most research has focused on individual buildings and building 

components or materials, and environmental assessments have addressed in-dwelling resource, 

energy requirements, and associated environmental impacts [254–257]. Several studies have 

explored the influence of urban form and design characteristics on the environmental performance of 

buildings [255], [258], [259], in particular comparing different building typologies, such as apartment 

buildings and single family housing (e.g. [260], [261]). However, buildings affect anthropogenic 

activities and demands well beyond in-dwelling requirements. As an example, location, design and 

density in the built environment influence mobility choices, including active travel [5], [262], [263], 

[264]. The interplays between buildings and the urban scale should be addressed, in order to 

adequately assess and evaluate different planning strategies and policies. 

 Research on low-energy buildings has explored the potential for architectural design and 

building systems to satisfy their users’ energy needs, or even to generate more energy than they 

require [265]. For instance, district energy systems (e.g. heating, cooling and domestic hot water 

supply in a neighbourhood, a city centre, or a city) can play an important role in urban sustainability, 

as they can have lower environmental impacts, when compared with conventional systems [266]. 

Nowadays, the main challenge of fossil fuel based district energy systems is to replace them by 

renewable energy based systems (e.g. solar energy, biomass, geothermal, and seasonal heat 

storage). The use of alternative energy technologies (e.g. heat pumps and polygeneration [266]) is 

also challenging. Therefore, centralized energy systems face as future challenges the supply of district 

heating (or cooling) in a scenario of new low-energy buildings; the reduction of the network energy 

losses in the distribution grid; the integration of renewable energy sources; the reduction of energy 

waste; the encouragement of integrated and smart management of electricity, gas, fluids and thermal 

grids; and the assurance of suitable planning and cost structures to transform the energy systems into 

more sustainable systems [267].  

 Another crucial link between urban form and environmental performance is on the connection 

between land use and transportation impacts. Many empirical studies have provided insight on how 

the distribution of activities (e.g. residential, employment, education, leisure and shopping) and 

infrastructure (e.g. energy, transport) in urban areas might affect relative performance of private 

transportation and transit systems and, consequently, users’ mobility demand and choices [268–274]. 
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In addition to the resource consumption and the regional and global environmental impacts, 

transportation plays a central role in urban sustainability due to its dominant contribution to local 

ambient air pollution and consequent health effects [275], [276]. Urban form determines where 

transportation emissions occur (through infrastructure layout), the dispersion and resulting ambient 

concentration levels of pollutants (through the configuration of buildings and street canyons), and 

population exposure (through land use, density and the resulting population distribution). While denser 

mixed urban areas might contribute to less motorized transportation demand and promote active 

travel, they are often associated with higher exposure to traffic-related noise and air pollution [277]. 

 The urban heat island, which has also been subject of research for decades [278], is 

particularly relevant as climate change contributes to an increasing occurrence of extreme climate 

events, which are intensified by heat island effects [279], [280]. The rise of the urban air and surface 

temperatures is associated with different urban form features, such as the type of land-cover and 

density patterns, the use of low albedo materials, impermeable surface areas, etc. [281]. Urban 

climates can be evaluated using thermal remote sensing [282]. These techniques allow the 

identification and characterization of urban hot spots [283–285], supporting decision-making on 

strategies to prevent or decrease the potential effects of heat waves, which have been often 

associated with higher mortality and morbidity [286]. Some of the mitigation strategies include creating 

and increasing vegetation areas, reducing impervious surfaces [287], [288]; designing buildings and 

urban pavements with high albedo and low absorptance materials; and improving urban form, 

including the geometry and orientation of buildings, in order to improve airflow, reduce heat effects 

and improve air quality [278]. 

 Public outdoor lighting, which has increased up to 20% per year [289], also affects urban 

energy demand. Public lighting is needed for street and traffic lighting: it contributes to safety, 

potentially reducing accidents, injuries and crime rates, and increasing pedestrians comfort, thus 

motivating increased road and street use [290]. Outdoor public lighting can represent up to 3% of the 

electric energy consumption in a city [291]. Poor lamp design or maladjusted lighting may also result in 

"energy waste" and "light pollution" (e.g., higher energy consumption and sky glow) [289], [292]. The 

development of innovative lighting technologies (e.g. solid state lighting lamps [293–295]) and new 

strategies for the management of public lighting (e.g. dimming [296], [297]) is a challenging area of 

research, towards a more sustainable urban environment. Photovoltaic panels with battery storage 
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allow having powered renewable energy stand-alone lighting, thus reducing GHG emissions 

associated with artificial lighting [298]. However, this kind of approach does not work at all times and 

there is a trend for increasing research on alternative renewable energy solutions for stand-alone 

applications (e.g., fuel cells) [299]. At the policy level, several cities have been implementing public 

lighting energy efficient measures, such as substituting bulbs of public lamps for more energy efficient 

alternatives, with expected direct energy savings that can return the investment in less than 5 years 

[300]. However, in the past, energy efficiency policies have produced the “rebound” effect of 

stimulating the overall use of artificial lighting [289]. More efforts have to be carried out to foster 

sustainable public lighting policies. 

 Most studies and current practice have focused on specific sectors and urban components, 

such as buildings or transportation, isolating them from the urban context and its implications, and 

addressing one or two environmental indicators (mostly energy and GHG emissions) [254], [255]. The 

literature includes few examples of holistic system approaches that provide an empirical 

understanding of how different urban form characteristics influence the global and local environmental 

impacts of cities; however, understanding and addressing these interplays between different 

components and the urban scale and addressing a wider set of environmental and health effects is 

crucial to identify and avoid unintended trade-offs in decision-making [248], [254], [255], [301], [302]. 

To better inform and support planners, designers, and decision-makers in general, there is a need to 

widen the scope of empirical assessments, with comprehensive approaches that can identify 

improvement opportunities, as well as potential trade-offs, to evaluate and compare strategies and 

policies that can reduce environmental impacts associated with urban areas.  

 Industrial ecology tools have been used to assess the environmental performance of the built 

environment, including urban metabolism, material flow analysis and LCA (e.g. [240], [303–306]). 

These tools have great potential in the assessment of urban systems because they can quantify 

resources used and potential environmental impacts associated with processes within and beyond the 

geographic limits of an urban area (e.g. raw materials extraction or energy production), with consistent 

metrics [307], [308]. A comprehensive and function-centered character can be particularly useful in 

comparing alternative strategies or designs and in identifying improvement opportunities and trade-

offs between a wide diversity of impact indicators [301]. These tools have been widely applied to 

buildings and building elements [256], [257], and to whole cities or metropolitan areas [301]. There is 
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an increasing trend to apply them to intermediate urban scales, such as neighbourhoods, addressing 

the interplays between different components of urban systems (e.g. urban density, mobility demand, 

shared equipment and infrastructure, etc.) [309], [310].    

 

8. Influence of commuting in the urban economies and the environment 

Transport policy is a central issue in urban governance with critical impacts in terms of energy 

consumption. The decision to become a commuter is to a large extent dependent on transportation 

costs borne by households (both in monetary and in time spending). When local, regional or federal 

governments decide to build a new highway or a bridge, or to finance public transportation or to 

develop transport networks, in fact, they are using taxes to favour those that will use such 

infrastructures more intensively. On the contrary, when the burden falls on the commuter (at least in 

the long term) commuting is discouraged. Indeed, the recent decrease in international oil price, which 

could lead to important and sustained deflation in fuel prices, may reduce the costs supported by 

those that commute by car and contribute to increase commuting attractiveness. Accordingly, the 

argument runs that national governments should maintain the prices at a significant level. This can be 

done through fiscal policy on "oil and its derivatives" or through the introduction of subsidies that are in 

turn applied to improve the quality of life of those living in the central business district (CBD) [311]. 

These measures can be complemented by, for example, the introduction of congestion tolls (already 

applied, with different specifications, in London, Singapore, Durham or Milan). Alternatively, parking 

policies could be applied to reduce traffic in the city centre [312], [313] and give priority to benefit non-

commuters living in the CBD, in occupying the limited number of parking places available there. 

Without doubt, while roads and highways are built to reduce congestion, it seems that these 

infrastructures also contribute to exacerbate commuting and to increase GHG emissions. 

 The growth of megacities has been intrinsically linked with increasing sprawling that compels 

millions of workers to commute. Commuting has often been "either neglected or typically seen as the 

market working just fine" [314]. In a more "traditional" economic view, if commuting is seen as the cost 

of time and distance, then commuting is only an option if it is compensated by either a rewarding job 

or by additional welfare gained from a pleasant living environment. However, as a mass phenomenon, 

commuting has benefits and costs well beyond those supported by each individual, which further 
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shape the economies and the environment. Indeed, it is indisputable that the growth of commuting has 

made a critical contribution for stretching urban areas’ boundaries and exacerbating energy 

consumption and GHG emissions. 

 Taking into account the complexity of this phenomenon, to measure commuting impacts, an 

application of an innovative commuting satellite account (CSA) embodied in a multi regional input-

output (MRIO) framework was proposed by Ferreira [315]. This tool is capable of simultaneously 

integrating five critical elements of commuting: (1) commuting flows are represented in a specific 

geographic and economic context [316]; (2) commuting influences the regional distribution of income 

[317]; (3) commuting affects household consumption structures; (4) commuting is intrinsically linked 

with the rental prices of housing and business premises [318]; and, (5) commuting is a major cause of 

energy consumption and CO2 emissions [319]. These dimensions are widely acknowledged in the 

literature but the design of a modelling framework capable of incorporating all of them within the 

context of a specific region is still missing from regional and urban economic studies. So, to assess 

commuting opportunity costs, the CSA extension to the MRIO framework has already been applied to 

the Lisbon Metropolitan Area (LMA) and the results are illustrative of what could be the social increase 

in well-being if somehow policy measures and urban planning were applied efficiently and properly. 

Two hypothetical extreme scenarios were considered for this, both assuming that commuters change 

their status to non-commuters: one by considering the change of their place of residence to the 

municipality where they work; and the other one by assuming that the corresponding production 

activities are displaced to the suburbs [320]. According to the results, in the case of a less sprawled 

city, important savings would emerge in terms of economic, social and environmental (opportunity) 

costs. In this scenario, where agglomeration forces are strengthened and density increases, the end of 

commuting flows and, consequently, a change in households’ consumption structure, contributes to an 

expansion of the national economy. Therefore, for the LMA, the gross value added (GVA) loss in the 

suburbs (216 million Euros in the Península de Setúbal and 43 million Euros in the "Rest of the 

Country") is more than offset by an increase in Greater Lisbon GVA (921 million Euros). The 

difference between the benefits in Greater Lisbon and the losses in Península de Setúbal and the 

"Rest of the Country" indicates that the Portuguese GVA would increase by 0.5%. This is even more 

relevant as energy consumption and CO2 emissions should simultaneously decrease (about 0.7% of 

the national emissions). This is exclusively due to the reduction in the consumption of "oil and its 
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derivatives" (which decreases more than 150 000 toe), as the economy expansion would lead to an 

increase in the consumption of natural gas and coal (increasing approximately 33 000 and 17 000 toe, 

respectively). 

 On the other hand, if commuting vanishes due to the economic activity dispersion towards the 

suburbs, the economic consequences would be likely to be globally negative, despite the increase in 

the suburbs’ economic production. Therefore, the Península de Setúbal and the "Rest of the Country" 

GVAs would increase by more than 4,159 and 883 million Euros, respectively. However, the decline in 

Greater Lisbon would be much more significant leading to a 1.5% loss in national GVA. In terms of 

employment, the national decrease would be less significant (approximately 0.5%) as the economy 

would be more concentrated in less productive regions (and so, more workforce would be needed for 

the same amount of Output). Thus, for the LMA case study, the results indicate that the dispersion 

would imply a reduction in economic productivity that would overwhelm the benefits of ending 

commuting. 

 The comprehensive analysis of these first applications indicates dichotomous, yet 

complementary, conclusions: commuting, by itself, induces significant economic, social and 

environmental costs, although commuting, as one of the many elements associated with the 

agglomeration phenomenon, is undoubtedly linked to increasing productivity and economic growth. 

The "apparent neutrality" of commuting, promoted by some governmental and political institutions, has 

contributed to a situation where commuting prevails and will probably continue to be more and more 

relevant in the future [321]. Undoubtedly, a new perception of commuting can have a decisive role in 

supporting policy designed to accomplish the 11
st
 Sustainable Development Goal of the UN 2030 

Agenda [322], which calls upon world leaders to make cities and all "human settlements inclusive, 

safe, resilient, and sustainable". 

 

9. The importance of consumer preferences on the diffusion of electric vehicles 

Road transportation has a negative impact on the environment through the release of harmful 

emissions and the high consumption of oil derivatives. Increasing the number of non-fuelled vehicles 

on light duty vehicle fleets, such EVs, has been pointed out as one of the solutions that may potentially 
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decrease this environmental burden. This context led to the implementation of several measures 

worldwide in order to increase the circulation of EVs over fuelled vehicles. As a result, nearly all 

automotive manufacturers have at least one EV model on their fleets. From the policy-makers side, 

several governments designed and implemented policy packages to encourage consumers to 

purchase EVs, with purchase subsidies [323–326], taxes exemption [327–331] or the allowance of 

drive in low occupancy lanes being the most commonly applied policies [326], [328], [332–334].  

However, the market penetration of EVs depends on the DR. As consumer preferences are 

considered one of the most important factors that influence the decision of purchasing a product [335], 

a satisfactory match between vehicle characteristics and consumer preferences is crucial for gaining 

market acceptance of these products [336] and it is vital in the development of such new products and 

policies design [337]. Preference information for EVs is also particularly important to support 

companies in adjusting their new vehicles characteristics according to consumer evaluations and 

requirements for future vehicle adoption [338], [339]. The extensive number of studies focused on 

consumer preference analysis for EVs underlines the importance of considering such information to 

effectively increase the market penetration of these vehicles. The analysis of the time horizon of those 

studies highlights the current relevance of understanding the consumer concerns on the diffusion of 

EVs with more than 60% of the 100 studies reviewed being developed from 2000 onwards.  

 In the literature, two main research lines are identified. One line comprises studies focused on 

the consumer preferences assessment for EVs, where two main trends and gaps were identified. The 

first trend regards the geographical scope of the studies. In the 80s and 90s, North American markets 

were the focus of most of the studies (e.g. [340–344]), a trend that shifted to European (e.g. [345–349] 

and Asian markets since 2000 (e.g. [350–353]). There are, however, several countries that have 

strongly encouraged electric mobility, for instance by joining the EVs Initiative [354], that remain to be 

analyzed. Therefore, focusing the analysis on such countries is suggested for future studies, namely 

France, Portugal, Sweden, Italy and Spain. The second trend regards the methodology used to 

estimate the consumer preferences, with all the studies using Discrete Choice or Conjoint Analysis 

models as estimation procedures. Considering the diversity of methodologies that can be used to 

estimate and analyze consumer preferences it is suggested the preference analysis using other 

methodologies, for instance through the Analytic Hierarchy Process method or the Multiattribute Utility 

Theory method.  
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 The other line of research concerns the analysis of influential factors on consumer preferences 

for EVs. The main influential factors were gathered in three main groups: technology, consumer and 

context. Purchase cost, battery limitation and charging time were the main technology-related factors 

analyzed. Regarding the consumer-related factors, five characteristics are the most focused in the 

literature, namely age, gender, income, level of education and family size. The context-related factors 

commonly involve the analysis of the influence of the fuel price, the development of charging 

infrastructure, social exposure and government policies on EVs diffusion. In these studies, the 

influence of some factors is corroborated in all studies, such as the "positive" influence of fuel price 

increments (e.g. [324], [332], [355]) and the "positive" influence of the charging infrastructure on 

increasing the demand of EVs (e.g. [329], [356–360]). However, the influence of other factors was not 

easily identified so far, namely the influence of consumer factors, such age and income, or the 

influence of some government policies, such as purchase and tax incentives. Therefore, future studies 

should address the analysis of these factors in order to achieve robust conclusions regarding their 

influence on EVs diffusion. A trend identified in the second line of research is the overall assumption 

that consumer preferences are static. As several researchers analysed the consumer preferences for 

EVs and concluded that they were dynamic, [361–364], i.e. preferences are likely to change under 

different market conditions, ignoring or underestimating the evolution of preferences may lead to 

inaccurate predictions of vehicle market shares [347], [363]. In this context, dynamic preferences 

should not be left out from new vehicle technologies analysis [362]. It is then suggested that  dynamic 

preferences on EVs diffusion studies should be considered as a research direction to address in future 

studies. 

 

10. Factors influencing the environmental impacts of electric vehicle adoption 

EVs have the potential to drive the transport sector towards sustainability by reducing GHG emissions, 

fossil fuel dependence, and urban pollution. However, a large-scale adoption of EVs faces significant 

challenges and its environmental merits depend on a number of direct and indirect factors, which 

should be assessed considering a LC perspective [365–368]. The LCA methodology [369], which 

takes into account the impacts arising from vehicle manufacturing, use and end-of-life, as well as 
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potential indirect effects in other systems, has been widely applied, uncovering environmental 

hotspots and trade-offs of EV adoption. 

 The electricity source used for charging has been pointed out as one of the most critical 

factors in the environmental assessment of EVs and in the comparison with conventional technologies 

[365], [370–373]. Only if EVs are charged with low fossil-content electricity can their adoption lead to 

high GHG reductions [365], [370], [373–375]. However, the assessment of emissions from EVs 

charging is complex and can be performed using different perspectives [376]. On one hand, EVs 

electricity consumption can be regarded as part of the total load of the electricity system (attributional 

approach); therefore, average emission factors for electricity supply are employed. On the other hand, 

EVs can be considered a new load added on top of existing load (consequential approach) and 

marginal electricity supply and corresponding emissions should thus be used to assess the change 

induced in the electricity system due to EVs charging. Marginal effects can have a distinct and larger 

magnitude than the average behaviour of the electricity system, leading to very distinct results [377]. 

 Irrespective of the approach taken, which depends on the research question leading the 

analysis, both temporal and geographical aspects underlying electricity generation should be 

considered. Because the electricity system varies significantly from country to country and even 

between regions, as regards energy sources, and technologies, driving the same EV in different 

geographical areas can result in very different environmental profiles [378–381]. Furthermore, the 

annual electricity mix can vary significantly from year to year, for instance, due to changes in electricity 

demand, technology portfolio, availability of renewables, and net imports [382]. Most importantly, it can 

vary significantly throughout the day resulting in different environmental impacts depending on the 

charging schedule [381], [383]. The time of EV charging and its effects on environmental impacts is a 

current topic of research [381], [383], [384], but there is still controversy regarding the optimal charging 

schedule [376]. 

 A large-scale adoption of EVs entails changes in electricity demand potentially affecting the 

electricity system operation and configuration in the long term. On one hand, a shift towards electricity 

in the transportation sector will place an additional stress upon the electricity generation system and 

distribution infrastructure [385], [386]. On the other hand, EVs are also seen as a way of increasing 

renewable energy penetration, due to their potential demand response abilities [57], [385], [387]. 
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Several studies have assessed the effects of EVs in the electricity system, regarding, for instance, the 

impact on energy and CO2 emissions [388–390], and the integration of renewable energy sources 

[385], [387]. However, few studies have addressed interactions between EVs and other potentially 

competing technologies in the grid, such as the interaction between large storage capacity (e.g., 

pumped hydro storage) and EV charging [391].  

 Factors influencing electricity consumption and therefore the environmental impacts of EVs 

include the driving profile, which should be assessed using real-world data [371], [381], [383], and 

temperature, which has an important effect on vehicle efficiency due to heating, ventilation, and air 

conditioning use, as well as temperature-related battery efficiency effects [392–394]. Regarding 

vehicle manufacturing, several authors have shown that vehicle and battery manufacturing impacts of 

EVs can be twice as those from conventional technologies (e.g., GHG emissions) [370], [374], [395] 

and a substantial body of literature has focused on the assessment of the environmental impacts of 

different battery chemistries for electric mobility using LCA [396–402]. Energy demand during battery 

manufacture is a source of uncertainty in LCA of batteries and can have higher influence in the results 

than battery chemistry [403]. Charge-discharge efficiency, cycle life and energy density are found to 

be equally relevant for the environmental impact of batteries [403]. Explicit consideration of these 

parameters, which are seldom considered in LCA studies, would increase robustness of results.  

 Resource depletion and toxicity impacts are major environmental concerns regarding battery 

manufacturing and disposal. Resource criticality issues, which arise from the use in batteries and 

electronic components of lithium and other scarce metals with limited global supply, have been 

pointed out as important factors to consider [404]. A large-scale adoption of EVs will potentially affect 

reserves of these minerals, and extensive and efficient recycling systems, which are currently poorly 

developed, will be needed [405]. Other authors have focused on the reuse of EV batteries for 

stationary storage as a way of minimizing LC impacts [406–409], but have not analyzed the effect of 

delaying scrapping in future resource availability. Toxicity impacts resulting from mining processes 

associated with the production of electric powertrain components are also an area of concern [370], 

[374]. However, there is a lack of robust LC impact assessment methods for both toxicity and resource 

depletion, and these impact categories are usually disregarded in LCA studies of EVs, leading to an 

underestimation of important environmental burdens [370]. 
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 The impact reduction potential of EVs is also dependent on the environmental performance of 

the displaced technology [404]. EVs environmental benefits will depend on how they compare with 

increasingly more energy-efficient conventional vehicles, as the introduction of EVs in the fleet is 

gradual and its effects will not be seen in the short term [410]. Therefore, the assessment of the 

environmental impacts of EVs adoption should consider dynamic aspects regarding the shift of 

technologies over time, as well as advances in material processing, technology development and 

changes in electricity production [373], [411]. Applying a dynamic fleet-based LC approach, as 

opposed to a single-vehicle LCA, can help capture these effects as well as the scale and timing of 

changes, so that indirect impacts on other systems (e.g., the electricity system) can be assessed 

[412]. Potential environmental rebound effects arising from the different cost of electric and 

conventional vehicles and the different operation conditions of these technologies (e.g., range, re-

fueling/re-charging convenience, which may divert some of the vehicle kilometres travelled to 

alternative transportation modes) should also be taken into account in LCA studies to inform policy 

making [413].  

 

11. Challenges of emerging biofuel technologies  

Sustainability is presently an essential principle in environmental resources management [414], [415]. 

Currently, it is increasingly clearer to society that the continued use of fossil fuels for energy purposes 

is unsustainable. Increasing difficulties and costs in exploration of oil global reserves, and the need to 

reduce GHG emissions associated with their use worldwide are undermining the usage of fossil fuels. 

In this context, biofuels are particularly important since they can be used in today means of 

transportation with little or no engine modifications. Additionally, it could present an important option 

for means of transportation that lack other fuel options, especially trucks, ships and aircrafts. 

 First generation biofuels derived from terrestrial crops such as sugarcane, soybeans, maize, 

rapeseed, among others, inflict a lot of pressure on the global food markets, contribute to water 

scarcity and precipitate the destruction of forests [416]. Therefore, other innovative technologies and 

sources of energy must be developed to replace fossil fuels. The overall sustainability of biofuels will 

depend on the development of viable, sustainable, advanced technologies that do not appear to be 

commercially viable yet. In this perspective, various feedstocks for producing advanced biofuels are 
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generating substantial awareness in many countries for their advantages in relation to first generation 

biofuels. Several studies have been conducted on the technical feasibility of growing different types of 

organisms for biofuel production in the laboratory [417–420], which have proved the absence of many 

of the major drawbacks associated with current biofuels. However, although several companies are 

emerging in this developing area, the price of these biofuels still appears to be too high to be 

competitive when compared to currently used fuels, even renewable ones. Therefore, economic 

feasibility is believed to be currently the main hurdle to overcome for still immature biofuel 

technologies. On the other hand, the price of oil, their main competitor, is considerably low (US$ 44.23 

per WTI crude oil barrel in July 10th, 2017) [421]. 

 In order to boost the adoption and development of advanced biofuels, there is a strong need to 

influence both the speed and the direction of the innovation and technological change. With that in 

mind, policymakers are putting their efforts to support the development of emerging renewable 

biofuels, either through direct means such as government-sponsored research and development 

(R&D), or by enacting policies that support the production of renewable technologies [422]. 

 The question is not whether advanced biofuels are technically possible, but rather focuses on 

the issue of whether they can be produced in a sustainable (environmental, economic, and social) 

manner and at a scale sufficient to help contributing to the world’s fuel demand. Advanced biofuels 

have, consequently, a strong potential in multiple domains, such as energy, food and agriculture, 

national supply security and sustainability. The task that remains is how to disentangle the puzzle of a 

sustainable production process. It will, thus, require innovative dimensions of political and institutional 

cooperation to achieve the solution to this complex challenge. 

 

12. Sustainability of bioenergy systems 

Bioenergy production involves a chain of activities, from the growing of feedstock to energy conversion 

and use, which encompasses several sustainability challenges. GHG emissions of bioenergy systems 

have been the focus of many research studies [423], [424], and recently other relevant environmental 

impacts have been assessed, including those deriving from Land-Use Change (LUC) [425–427], and 

the impacts on biodiversity, water resources, water, air and soil quality [428–430]. In addition, it is of 
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importance to consider social-economic impacts of bioenergy together with environmental impacts 

when assessing sustainability of bioenergy production [431]. 

 Environmental impacts of bioenergy are different in the various phases of its chain, but also 

depend on the pathway namely on factors such as feedstock characteristics, production location, 

agricultural practices or the conversion efficiency of biomass. The growing demand for land for 

biomass production results in the conversion of land to agricultural use and/or improvement of 

productivity on existing farmland, thus causing direct and/or indirect LUC [432]. LUC is an important 

driver of increased GHG emissions and may lead to altered soil organic carbon [433–435] and 

changes in a host of ecosystem services [436]. In addition, LUC is regarded as one of the major 

drivers of the ongoing loss of biodiversity [437]. Besides LUC, water impacts of biomass production 

have been receiving growing attention from researchers and are typically distinguished in terms of 

water availability, due to irrigation or divert water used to grow food crops, and water quality impacts 

[430]: nitrogen or phosphorous fertilizers and pesticides used in crops cultivation can enter in water 

and soil causing impacts such as eutrophication (algal growth), aquatic oxygen depletion, toxicity and 

loss of biodiversity. Although most renewable energy technologies have lower impacts than 

conventional ones, electricity generation from biomass can produce significant NOx, particulate matter 

(PM), and hazardous air pollutants, such as polycyclic aromatic hydrocarbons (PAHs) [438]. In 

addition, Malça et al. [439] showed that emissions of PM are significantly higher when biodiesel is 

used in pre-Euro heavy-duty vehicles (up to double the emissions of fossil diesel use), with direct 

implications on air quality and potential health problems. 

 Social-economic impacts of bioenergy identified in existing literature include both positive and 

negative impacts. Negative social-economic impacts of bioenergy found in previous studies are 

associated with food security, land tenure and labour rights. According to a World Bank study [440], 

bioenergy production will push up prices for food staples, causing 3% price rise of corn and other 

major grains, and 8% of sugar by 2020. Increasing food prices are expected to have larger negative 

impacts on people from developing countries, who spend a greater share of their income on food. A 

number of developing countries have observed increasing conversion rate of food-to-energy land use 

in order to meet the increasing demand of biomass from developed countries. Competition for land 

between food and energy may lead to conflicts of land tenure [441–443]. Field workers of bioenergy 

croplands in developing countries have been reported to suffer from poor working conditions from 
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excessive working hours to lack of assurance of occupational health and safety [444]. Respiratory 

diseases of workers and local communities due to particulate matter emissions are among the 

negative social impacts of bioenergy production and use [445]. Positive social-economic impacts of 

bioenergy are related with its contributions on economic development and job creation. Bioenergy 

production can contribute to the income of agro-business and create job opportunities cost-effectively 

[446], [447]. Investment cost of creating one job in bioenergy industry is estimated to be lower than in 

fossil fuel and other renewables [448]. 

 As indicated by the impacts identified above, environmental and social-economic impacts of 

bioenergy need to be assessed from a supply chain perspective, considering various stakeholders. LC 

methodologies such as LCA [449], Life-Cycle Costing (LCC) [450], Social Life-Cycle Assessment 

(SLCA) [451] and Life-Cycle Sustainability Assessment (LCSA) [452] have the abilities to assess 

impacts associated with a supply chain. LCA aims at assessing the environmental impacts of a 

product (or service) throughout its LC, and its methodologies are well established with two 

international standards ISO 14040 and ISO 14044. LCA has been widely applied to assess 

environmental impacts of bioenergy systems [453]. LC approaches assessing social-economic 

impacts such as SLCA, LCC, and LCSA are relatively novel methods, and call for further 

methodological development and practices of case studies. However, bioenergy is among one of the 

most assessed topics in existing studies [454–456]. Although the depth and breadth of LC approaches 

have developed rapidly in the past decades, further research is needed to consolidate important 

controversies and close methodological gaps. In LCA, further development on impact assessment 

methods is crucial on the following issues [457]: a) characterization of impacts on biodiversity, land 

use change and water footprint; b) integration of spatial and temporal perspectives on regional impact 

categories (e.g. acidification, eutrophication and toxicity); and c) characterization of field emission to 

soil and water considering site-specific soil conditions. Consensus should be reached on the 

applicability of various types of LCA methods (e.g. attributional vs. consequential), and how to account 

for uncertainties when interpreting LCA results [458]. SLCA, LCC and LCSA all possess a short 

history of methodological developments, international standards and widely-accepted documentations 

still need to be established or updated.  

 To ensure sustainability of bioenergy systems and to maximize the benefits of using biomass 

as energy source while avoiding negative environmental and social-economic impacts, there is the 
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need, in one hand, to increase the comprehensiveness and robustness of LC sustainability 

assessment tools by addressing the aforementioned limitations and integrating uncertainty analysis 

[458], [459] and, on the other hand, to develop policies that promote the development of technologies 

to efficiently convert feedstocks such as forestry or agricultural wastes [460]; to investigate alternative 

feedstocks to increase feedstock diversification; to improve agricultural management practices [461]; 

and to develop regional plans for bioenergy production taking into account the type of feedstocks 

available in the regions. Moreover, due to the different criteria that need to be taken into account to 

support the development of sustainable bioenergy systems and policies there is a research need to 

provide tools that support the interpretation and communication of LC results considering trade-offs 

among the different dimensions of sustainability in a scientifically sound manner. A potential approach 

that has been gaining prominence is to use Multi-Criteria Decision Analysis (MCDA) [462] as it 

provides a structured decision support framework that can be used to integrate the LC data in the form 

of easily understandable rankings, performance scores, and classifications of the systems and policies 

under evaluation [460]. 

 

13. Conclusions 

This paper presented and discussed several topics on energy systems towards a more sustainable 

and energy efficient future. The multidisciplinarity of the covered issues reflects the character of both 

the EfS Initiative of the University of Coimbra and the Sustainable Energy Systems focus area of the 

MIT-Portugal Doctoral Program. On the other hand, the diversity of the subjects discussed in this 

paper emphasizes the importance of analysing different energy systems and their interrelations in a 

more holistic way. The next paragraphs outline the main conclusions of the paper, highlighting some 

areas of research that should be further investigated in the near future.      

 A paradigm shift is faced in the electricity system. Pursuing a more sustainable electricity system 

is driving all stakeholders, imprinting the increasing need for reliable renewable technologies. 

Moreover, electricity system reforms in Europe are aiming for unified and competitive electricity 

markets. The increasing penetration of renewables and the pressure on GHG emissions are in 

everyone’s mind. Stakeholders promote the discussion of the impacts of this shift and try to 
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prepare for the change that is already happening. The need to research the different impacts of 

renewables on electricity markets, a vast field of study, was never so important. 

 The transition of the electricity sector toward a smarter and more sustainable setting brings 

challenges for DSOs and their role in a changing sector. These challenges encompass complex 

institutional, technological, and organisational issues, associated with their roles, activities, and 

responsibilities. In this context, while technological and institutional aspects have received 

significant attention, the organisational dimension has been explored to a lesser extent. However, 

a transition in technologies and policies that is not matched by a more detailed understanding of 

the organisational behaviour of DSOs can hinder innovation in the sector and halt the delivery of 

benefits to connected consumers. Given this, research efforts that explore the organisational 

characteristics of electricity distribution companies, as a source of insight on flexibility and 

adaptability of the electricity distribution industry, can be valuable for the design of new policies 

and business models for DSOs. 

 DR remains an interesting research topic because it must consider the uncertainty associated to 

consumer and utility adoption as well as the randomness of loads use, the intermittency of 

renewables generation and energy storage. The increased study of DR may certainly help to 

verify and justify possible investments in its enabling technologies. 

 CRE initiatives are relatively new stakeholders in energy systems and energy markets, and they 

are important actors in the energy transition in a number of countries in Europe. The literature has 

observed major differences in the diffusion of the CRE model among European countries, and 

has identified systemic factors, drivers and barriers for the development of such enterprises in 

countries where the CRE model is well established. Using these examples as a point of 

departure, it would be fruitful to conduct similar case studies to analyse the development of CRE 

in the South and East of Europe, where the sector is emerging at a much slower rate as 

compared to the north and west of the continent, and draw comparisons. Biophysical conditions 

in Southern and Eastern Europe for distributed energy systems are unquestionable, especially in 

the south of the continent with its abundance of solar radiation. Therefore, such analysis may 

indicate systemic factors (technical, institutional, cultural) intrinsic to those countries landscapes 

that are hindering similar results of CRE initiatives. In order to obtain the required data, it is 
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necessary to undertake "desk and field" research, surveys and interviews with CRE initiative 

members in Southern and Eastern Europe. The results will help CRE initiatives to align their 

development strategies with the prevailing environments and stages of energy transitions in their 

local landscapes, and can provide guidance for policy makers. Such a multiple case-study would 

evaluate the transferability of existing CRE models to countries where citizens are not active in 

the field of renewables, or where their deployment is progressing at an unsatisfactory rate. It 

would also improve the understanding of "if" and "how" CRE initiatives can provide bottom-up 

contributions to those countries efforts for achieving short and long term renewable electricity 

generation targets (EU 2020, 2030, 2050). 

 The IO-MOLP models are practical and useful as an analytical tool for empirical research 

supporting the policy making in a wide variety of problems. This combination of MOLP with IO 

methods plays a supplementary role in understanding the interactions between the economic and 

energy systems, and the corresponding impacts on the environment, offering a consistent 

framework for assessing the effects of distinct policies. The possibility of extending and 

integrating the IO-MOLP model with other methods in order to assess the interactions between 

the economic activities, energy requirements and the environment is particularly appealing. The 

integration of IO-MOLP model with hybrid formulation and LCA approaches allows incorporating 

different processes into the model and expanding the boundaries of analysis and can be applied 

for specific energy commodities. In addition, inter-regional IO-MOLP models could be useful for 

the analysis of e3 policies for specific regions/states, whereas coupling the treatment of 

uncertainty could provide more robust outcomes. 

 Urban form directly or indirectly influences most environmental impacts associated with urban 

areas, from local water and air quality, to GHG emissions and global climate change. Most 

research has focused on specific sectors and urban components, such as buildings or 

transportation, isolating them from the urban context and its implications, and addressing one or 

two environmental indicators (mostly energy and GHG emissions). However, it is important that 

urban components (such as buildings and transportation systems) are addressed together, with a 

comprehensive approach centered on users, and considering a wide range of environmental and 

health impacts, in order to identify and avoid unintended trade-offs in decision-making. Industrial 

ecology tools can be applied in the development of such holistic approaches. The empirical 
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understanding of the linkages between urban form and environmental performance is crucial to 

enable the potential of urban planning and design in reducing environmental impacts associated 

with anthropogenic activities, which is especially relevant due to its comprehensive and long 

lasting effects.  

 Future research concerning commuting impacts needs to be performed taking into account the 

local and regional specificities of each geographical space. This can help to uncover the most 

adequate policies to reduce commuting and its environmental impacts. The solution is not 

independent from the cultural, economic and social backgrounds of a given region. What is clear 

is that urban and regional planning matters and they should be made at the correct level of 

governance. Finally, land-use and transport policy can favor less sprawled regions and, 

consequently, less commuting with significant impacts in the energy consumed and in the GHG 

emissions. 

 The analysis of consumer preferences for EVs is a very active research field in transportation 

studies. Future research should continue to address the preference analysis as it will allow to 

efficiently achieve the market penetration targets defined for EVs in each considered market.  

 The environmental impacts of EVs adoption result from the intrinsic characteristics of the 

vehicles, but also from indirect factors arising from the interaction with the existing system. 

Research should focus, on one hand, on developing efficient recycling systems for batteries and 

maximizing its cycle life and charge-discharge efficiency, as well as, in assessing and minimizing 

toxicity and resource depletion impacts from battery manufacturing and other electric powertrain 

components. On the other hand, the interactions between EVs charging and the electricity system 

should also deserve further research, namely regarding the effects of EVs in power systems that 

also have utility-scale storage resources. Environmental impacts of EV adoption are affected by 

both spatially and temporally heterogeneous factors (e.g., climate, electricity mix, driving profiles) 

so that detailed analysis is needed for any specific energy and transportation system while 

considering future technological improvements. Potential environmental rebound effects of EVs 

adoption should also be taken into account when informing policymaking. 

 Biofuels are particularly important since they can be used in means of transportation that need 

other fuel options, especially trucks, ships and aircrafts. However, produce advanced biofuels that 
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are sustainable (economic, social and environmental) can be a difficult hurdle to surpass. This is 

even more challenging due to enduring low worldwide oil prices, the main biofuels competitor. 

 The development and implementation of sustainable bioenergy systems involves a 

comprehensive assessment of their environmental and social-economic impacts from a supply 

chain perspective. LC approaches are promising tools to measure impacts in the required holistic 

manner but there is a need for further methodological development and to increase the 

comprehensiveness and robustness of LC tools by integrating uncertainty analysis. Moreover, 

there is very little research that has focused on how to measure trade-offs among the different 

dimensions of sustainability in a scientifically sound manner. The use of MCDA to integrate the 

LC impacts and to provide a structured decision support framework is an important issue for 

future research and for the sustainable development of bioenergy systems. 
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