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Abstract

The hedgehog metric topology is presented here in a pointfree form, by specify-
ing its generators and relations. This allows us to deal with the pointfree version
of continuous (metric) hedgehog-valued functions that arises from it. We prove
that the countable coproduct of the metric hedgehog frame with κ spines is
universal in the class of metric frames of weight κ · ℵ0. We then study κ-col-
lectionwise normality, a cardinal extension of normality, in frames. We prove
that this is the necessary and sufficient condition under which Urysohn sepa-
ration and Tietze extension-type results hold for continuous hedgehog-valued
functions. We show furthermore that κ-collectionwise normality is hereditary
with respect to Fσ-sublocales and invariant under closed maps.
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1. Introduction

Topological hedgehogs keep generating interest in point-set topology as they
are a rich source of counterexamples and applications (for a comprehensive
survey on topological hedgehogs we refer to [1]; see also [9]). They may be
described as a set of spines identified at a single point. Specifically, for each
set I of cardinality κ, the classical metric hedgehog J(κ) is the disjoint union⋃
i∈I [0, 1]×{i} of κ copies (the spines) of the real unit interval identified at the
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imanol.mozo@ehu.eus (Imanol Mozo Carollo), picado@mat.uc.pt (Jorge Picado),
joanne@waylands.com (Joanne Walters-Wayland)

Preprint submitted to Journal of Pure and Applied Algebra July 26, 2018



origin, with the topology generated by the metric

d : J(κ)× J(κ) −→ [0,+∞)

given by (see e.g. [1, pp. 28] or [9, pp. 251])

d
(
[(t, i)], [(s, j)]

)
=

{
|t− s|, if j = i,

t+ s, if j 6= i,
(t, i), (s, j) ∈ J(κ).

One of the differences between point-set topology and pointfree topology
is that one may present frames by generators and relations (similarly to the
presentation of groups by generators and relations). Then, for a frame L defined
by generators and relations one may define a morphism with domain L just by
specifying its values on the generators; it is a frame homomorphism precisely
when it turns the defining relations of L into identities in the codomain frame.

In this paper we present the frame of the metric hedgehog, by specifying its
generators and relations. This is done just from the rationals, independently of
any notion of real number. For that we need to recall first that the frame of
reals L(R) (see e.g. [4]) is the frame specified by generators (p, q) for p, q ∈ Q
and defining relations

(R1) (p, q) ∧ (r, s) = (p ∨ r, q ∧ s),

(R2) (p, q) ∨ (r, s) = (p, s) whenever p ≤ r < q ≤ s,

(R3) (p, q) =
∨
{(r, s) | p < r < s < q},

(R4)
∨
p,q∈Q(p, q) = 1.

Equivalently, L(R) can be specified (see [18]) by generators (r,—) and (—, r)
for r ∈ Q, subject to relations

(r1) (r,—) ∧ (—, s) = 0 whenever r ≥ s,

(r2) (r,—) ∨ (—, s) = 1 whenever r < s,

(r3) (r,—) =
∨
s>r(s,—), for every r ∈ Q,

(r4) (—, r) =
∨
s<r(—, s), for every r ∈ Q,

(r5)
∨
r∈Q(r,—) = 1,

(r6)
∨
r∈Q(—, r) = 1.

By dropping relations (r5) and (r6) one has the frame of extended reals L(R)
([6]).

We introduce the metric hedgehog frame as a cardinal generalization of L(R).
Specifically, let κ be some cardinal and let I be a set of cardinality κ. The
frame of the metric hedgehog with κ spines is the frame L(J(κ)) presented by
generators (r,—)i and (—, r) for r ∈ Q and i ∈ I, subject to the defining relations
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(h0) (r,—)i ∧ (s,—)j = 0 whenever i 6= j,

(h1) (r,—)i ∧ (—, s) = 0 whenever r ≥ s and i ∈ I,

(h2)
∨
i∈I (ri,—)i ∨ (—, s) = 1 whenever ri < s for every i ∈ I,

(h3) (r,—)i =
∨
s>r (s,—)i, for every r ∈ Q and i ∈ I,

(h4) (—, r) =
∨
s<r(—, s), for every r ∈ Q.

The purpose of this paper is to present some of the main properties of the
metric hedgehog frame (that from now on we shall mostly refer to as simply the
hedgehog frame), as well as of the corresponding continuous hedgehog-valued
functions. We prove that for each cardinal κ, the hedgehog frame L(J(κ)) is a
metric frame of weight κ · ℵ0, complete in its metric uniformity. Then we show
that the countable coproduct of the hedgehog frame with κ spines is universal
in the class of metric frames of weight κ · ℵ0, that is, every metrizable frame of
weight κ · ℵ0 is embeddable into a countable cartesian power of the hedgehog
frame. Being the hedgehog frame a fundamental example of a collectionwise
normal frame, we take the opportunity to study collectionwise normality in
frames, a concept originally introduced by A. Pultr ([22]) in connection with
metrizability. First, we show that collectionwise normality is hereditary with
respect to Fσ-sublocales and that it is a property invariant under closed maps.
Then we present the counterparts of Urysohn’s separation and Tietze’s extension
theorems for continuous hedgehog-valued functions. They both characterize κ-
collectionwise normality.

2. Preliminaries and notation

A frame (or locale) L is a complete lattice (with bottom 0 and top 1) such
that a ∧

∨
B =

∨
{a ∧ b | b ∈ B} for all a ∈ L and B ⊆ L. A frame is precisely

a complete Heyting algebra with Heyting operation → satisfying the standard
equivalence a ∧ b ≤ c iff a ≤ b → c. The pseudocomplement of an a ∈ L is the
element a∗ = a → 0 =

∨
{b ∈ L | a ∧ b = 0}. A frame L is regular if, for each

x ∈ L, x =
∨
{y ∈ L | y ≺ x} where y ≺ x means that y∗ ∨ x = 1.

A subset B of a frame L is a base for L if each element in L is join-generated
by some set of elements in B. Given a base B for L, the pseudocomplement of
a ∈ L is obviously given by a∗ =

∨
{b ∈ B | a ∧ b = 0}.

A frame homomorphism is a map h : L→M between frames which preserves
finitary meets (including the top element 1) and arbitrary joins (including the
bottom element 0). Note that h(x∗) ≤ h(x)∗ for every x ∈ L. A frame homo-
morphism h is said to be dense if h(a) = 0 implies a = 0 and it is codense if
h(a) = 1 implies a = 1. We denote by Frm the category of frames and frame
homomorphisms.

As a frame homomorphism h : L → M preserves arbitrary joins, it has a
(unique) right adjoint h∗ : M → L determined by h∗(b) =

∨
{a ∈ L | h(a) ≤ b}.

In particular, idL ≤ h∗h and hh∗ ≤ idM . The frame homomorphism h is a
surjection if and only if h∗ is an embedding if and only if hh∗ = idM .
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An important example of a frame is the lattice OX of open subsets of
any topological space X. The correspondence X 7→ OX is clearly functorial
(by taking inverse images), and consequently one has a contravariant functor
O : Top→ Frm with the category Top of topological spaces and continuous maps
as domain category. The functor O has a right adjoint, the spectrum functor
Σ: Frm→ Top, which assigns to each frame L its spectrum ΣL, that is, the space
of all homomorphisms ξ : L → {0, 1} with open sets Σa = {ξ ∈ ΣL | ξ(a) = 1}
for any a ∈ L, and to each frame homomorphism h : L → M the continuous
map Σh : ΣM → ΣL such that Σh(ξ) = ξ ◦ h.

The category Frm and its dual category Loc of locales and localic maps are
the framework of pointfree topology. The contravariance of the functor O indi-
cates that on the extension step from classical topology into pointfree topology,
it is in Loc that the classical notions have to be considered. For instance, the
generalized pointfree subspaces are subobjects in Loc (the sublocales), that is,
quotients in Frm. A map of locales (localic map) f : L → M is the unique
right adjoint h∗ of a frame homomorphism h : M → L. They are precisely
the maps that, besides preserving arbitrary meets, reflect the top element (i.e.,
f(a) = 1 =⇒ a = 1) and satisfy f(h(b) → a) = b → f(a) for every a ∈ L
and b ∈ M . The reader is referred to [19] for more information on frames and
locales.

Regarding the frame of reals mentioned at the Introduction, it is worth
pointing out that the assignments

(r,—) 7−→ {t ∈ Q | t > r} and (—, r) 7−→ {t ∈ Q | t < r}

determine a surjective frame homomorphism from L(R) to OQ (the usual topol-
ogy on the rationals) as it obviously turns the defining relations (r1)–(r6) into
identities in OQ. Consequently, (r,—) 6= 0 6= (—, r) for every r ∈ Q. Moreover,
(r,—)∧ (—, s) = 0 if and only if r ≥ s, and (r,—)∨ (—, s) = 1 if and only if r < s.

For any frame L, a continuous real-valued function [4] (resp. extended
continuous real-valued function [6]) on a frame L is a frame homomorphism
h : L(R)→ L (resp. h : L(R)→ L). We denote by C(L) and C(L), respectively,
the collections of all continuous real-valued functions and extended continuous
real-valued functions on L. For each r ∈ Q, we denote by r the constant function
defined by r(p, q) = 1 if p < r < q and r(p, q) = 0 otherwise.

There is a useful way of specifying (extended) continuous real-valued func-
tions on a frame L with the help of scales ([12, Section 4]). An extended scale in
L is a map σ : Q→ L such that σ(p) ∨ σ(q)∗ = 1 whenever p < q. An extended
scale is a scale if ∨

p∈Q
σ(p) = 1 =

∨
p∈Q

σ(p)∗.

For each extended scale σ in L, the formulas

h(p,—) =
∨
r>p

σ(r) and h(—, q) =
∨
r<q

σ(r)
∗
, p, q ∈ Q, (1)

determine an h ∈ C(L) ([6, Lemma 1]); then, h ∈ C(L) if and only if σ is a scale.
For more about continuous real-valued functions on frames we refer to [4].
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3. Metric hedgehog frames

Consider L(J(κ)), the hedgehog frame with κ spines which was introduced
earlier. It is obvious that L(J(1)) = L(R) (since condition (h0) is vacuously
satisfied in this case). Moreover, L(J(2)) is also isomorphic to L(R). The
isomorphism is induced by the following correspondences (where ϕ denotes any
increasing bijection between Q and Q+):

L(J(2))→ L(R) :

(r,—)1 7−→ (ϕ(r),—), (r,—)2 7−→ (—,−ϕ(r)),

(—, r) 7−→ (−ϕ(r),—) ∧ (—, ϕ(r)).

L(R)→ L(J(2)) :

r ≥ 0 : (r,—) 7−→ (ϕ−1(r),—)1, r < 0 : (r,—) 7−→ (—, ϕ−1(−r)) ∨
∨
s∈Q

(s,—)1

s ≤ 0 : (—, s) 7−→ (ϕ−1(−s),—)2, s > 0 : (—, s) 7−→ (—, ϕ−1(s)) ∨
∨
r∈Q

(r,—)2.

We now introduce the following notation in L(J(κ)):

(r, s)i ≡ (r,—)i ∧ (—, s).

The set

Bκ = {(—, r) | r ∈ Q} ∪ {(r,—)i | r ∈ Q, i ∈ I} ∪ {(r, s)i | r < s in Q, i ∈ I}

forms a base for L(J(κ)) (since it is closed under finite meets by (h3) and (h4)).
Hence a∗ =

∨
{b ∈ Bκ | a ∧ b = 0} for any a ∈ L(J(κ)).

Remarks 3.1. (1) For each i ∈ I the assignments

(r,—)j 7−→

{
(r,—) if j = i,

0 if j 6= i
and (—, r) 7−→ (—, r)

determine a surjective frame homomorphism hi from L(J(κ)) to L(R): they
obviously turn the defining relations (h0)–(h4) into identities in L(R). Conse-
quently, (r,—)i 6= 0 6= (—, r) for every r ∈ Q. Moreover, we have:

(i) (r,—)i ∧ (s,—)j = 0 if and only if i 6= j.

(ii) (r, s)i = (r,—)i ∧ (—, s) = 0 if and only if r ≥ s.

(iii)
∨
i∈I (ri,—)i ∨ (—, s) = 1 if and only if ri < s for every i ∈ I.

Note that L(J(κ)) is compact if and only if κ is finite. Indeed, if |I| = κ is
infinite, then

C = {(—, 1)} ∪ {(0,—)i | i ∈ I}
is a cover of L(J(κ)) (by (h2)) with no proper subcover. On the other hand, if
|I| = κ is finite then, using the compactness of L(R) and the frame homomor-
phisms hi, it can be proved that L(J(κ)) is compact (we omit the details of the
proof).
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Proposition 3.2. The spectrum ΣL(J(κ)) is homeomorphic to the classical
metric hedgehog J(κ).

Proof. For each h ∈ ΣL(J(κ)) define

α(h) =
∨
{r ∈ Q |

∨
i∈I

h((r,—)i) = 1} ∈ R and

β(h) =
∧
{s ∈ Q | h(—, s) = 1} ∈ R.

For any r, s ∈ Q such that
∨
i∈I h(r,—)i = 1 = h(—, s) one has

h
( ∨
i∈I

(r,—)i ∧ (—, s)
)

=
∨
i∈I

h((r,—)i) ∧ h(—, s) = 1.

Then, by (h0), r < s. It follows that α(h) ≤ β(h). By (h2), one has α(h) = β(h),
as otherwise one could take r, s ∈ Q such that α(h) < r < s < h(β) from which
it would follow that

0 =
∨
i∈I

h((r,—)i) ∨ h(—, s) = h
( ∨
i∈I

(r,—)i ∨ (—, s)
)

= 1,

a contradiction.
If α(h) 6= −∞, then there exist r ∈ Q and ih ∈ I such that h((r,—)ih) = 1.

Further, by (h1), we conclude that this ih ∈ I is unique and that h((s,—)j) = 0
for all s ∈ Q and j 6= ih.

Now, consider an increasing bijection ϕ between Q and Q∩ [0, 1] and define
π : ΣL(J(κ)) → J(κ) as follows (where we identify equivalence classes [(t, i)]
with their representatives (t, i), with t 6= 0, and denote by 0 the class of (0, i)):

h 7−→ π(h) =

{
(ϕ(α(h)), ih), if α(h) 6= −∞,
0, otherwise.

In order to check that π is one-one, let h1, h2 ∈ ΣL(J(κ)). If there ex-
ists r ∈ Q such that, say, h1(—, r) = 1 and h2(—, r) = 0, then, by (h4),
1 = h1(—, r) =

∨
s<r h1(—, s) and consequently there exists s < r such that

h1(—, s) = 1. Then, by (h2), we have α(h1) ≤ s < r ≤ α(h2). Therefore
π(h1) 6= π(h2). On the other hand, if there exist r ∈ Q and i ∈ I such
that, say, h1((r,—)i) = 1 and h2((r,—)i) = 0, then α(h1) > r since, by (h3),
1 = h1((r,—)i) =

∨
s>r h1((s,—)i) and, consequently, there exists s > r such

that h1((s,—)i) = 1. One also has ih1 = i. If
∨
j∈I h2((r,—)j) = 0, then

α(h2) ≤ r. On the other hand, if
∨
j∈I h2((r,—)j) = 1, there exists j 6= i

such that h2((r,—)j) = 1 and, consequently, ih2
= j 6= i = ih1

. Therefore
π(h1) 6= π(h2). The arguments for the other cases are similar.

Furthermore, π is also surjective. Indeed, given (t, i) in J(κ) let us define
h(t,i) : L(J(κ)) → 2 by h(t,i)(—, r) = 0 iff ϕ(r) > t and h(t,i)((r,—)j) = 1
iff ϕ(r) < t and j = i. It is straightforward to check that h(t,i) turns the
defining relations (h0)–(h4) into identities in 2 and that π(h(t,i)) = (t, i). We
conclude that π is a bijection with inverse ρ = π−1 : J(κ)→ ΣL(J(κ)) given by
ρ(t, i) = h(t,i).
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It only remains to be checked that π is a homeomorphism. For that purpose
let r, s ∈ Q ∩ [0, 1] and i ∈ I. Then one has

ρ((r, 1]× {i}) = {h(t,i) ∈ ΣL(J(κ)) | t > r}
= {h(t,i) ∈ ΣL(J(κ) | h(t,i)((ϕ−1(r),—)i) = 1} = Σ(ϕ−1(r),—)i

and

ρ(B(0, s)) = {h(t,j) ∈ ΣL(J(κ)) | t < s}
= {h(t,j) ∈ ΣL(J(κ) | h(t,j)(—, ϕ−1(s)) = 1} = Σ(—,ϕ−1(s)).

Hence π is continuous. On the other hand, let r, s ∈ Q and i ∈ I. Then one has

π(Σ(r,—)i) = {π(h) | h ∈ ΣL(J(κ)) and h((r,—)i) = 1}
= {π(h(t,j)) | h(t,j) ∈ ΣL(J(κ)) and h(t,j)((r,—)i) = 1}
= {(t, j) ∈ J(κ) | j = i and ϕ(r) < t}
= (ϕ(r), 1]× {i}

and
π(Σ(—,s)) = {π(h) | h ∈ ΣL(J(κ)) and h(—, s) = 1}

= {π(h(t,j)) | h(t,j) ∈ ΣL(J(κ)) and h(t,j)(—, s) = 1}
= {(t, j) ∈ J(κ) | ϕ(s) > t}
= B(0, ϕ(s)).

Therefore ρ is also continuous and, consequently, ΣL(J(κ)) is homeomorphic to
J(κ).

The spatial reflection of a frame L is the unit map of the adjunction O a Σ,
that is, the frame homomorphism

ηL : L→ OΣL, a 7→ Σa = {ξ ∈ ΣL | ξ(a) = 1}.

In the present case, as seen in the previous proof, the homeomorphism
ρ : J(κ) → ΣL(J(κ)) induces an isomorphism OΣL(J(κ)) → OJ(κ) mapping
Σ(r,—)i to (ϕ(r), 1]×{i} and Σ(—,r) to B(0, ϕ(r)). Hence, we have the following
result:

Corollary 3.3. The frame homomorphism L(J(κ)) → OJ(κ) taking (—, r) to
B(0, ϕ(r)) and (r,—)i to (ϕ(r), 1]×{i} is the spatial reflection map of the frame
L(J(κ)).

Lemma 3.4. Let L(J(κ)) be the frame of the hedgehog with κ spines and r, s ∈
Q. Then:

(1) (—, r)∗ =
∨
i∈I (r,—)i.

(2) (r,—)i
∗

=
∨
j 6=i
s∈Q

(s,—)j ∨ (—, r).
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(3) (r, s)i
∗

=
∨
j 6=i
t∈Q

(t,—)j ∨ (—, r) ∨ (s,—)i.

(4) (—, r)∗∗ = (—, r), (r,—)i
∗∗

= (r,—)i and (r, s)i
∗∗

= (r, s)i.

(5) If s < r then (—, r) ∨ (s,—)i = (—, r) ∨
∨
p∈Q (p,—)i.

(6) If s < q < r then (q,—)i ∨ (s, r)i = (s,—)i.

Proof. We only prove the first equality. The other ones follow in a similar way.
By Remark 3.1 (1) we have the following:
(i) (—, r) ∧ (—, s) = (—, r ∧ s) 6= 0 for all r, s ∈ Q,
(ii) for each i ∈ I, (—, r) ∧ (s,—)i = (s, r)i = 0 iff s ≥ r, and
(iii) for each s < t in Q and i ∈ I, (—, r) ∧ (s, t)i = (s, r ∧ t)i = 0 iff s ≥ r ∧ t,
that is, s ≥ r. Consequently, by (h3),

(—, r)∗ =
∨
i∈I

∨
r≤s

(s,—)i ∨
∨
i∈I

∨
r≤s<t

(s, t)i =
∨
i∈I

(r,—)i.

Corollary 3.5. L(J(κ)) is a regular frame.

Proof. Let r, s ∈ Q. From Lemma 3.4, applying (h2), (h3) and (h4), we get:
(i) (—, s)∗ ∨ (—, r) =

∨
i∈I (s,—)i ∨ (—, r) = 1, i.e. (—, s) ≺ (—, r) whenever s < r

and (—, r) =
∨
s<r(—, s).

(ii) (s,—)i
∗ ∨ (r,—)i =

∨
j 6=i
t∈Q

(t,—)j ∨ (—, s) ∨ (r,—)i = 1, i.e. (s,—)i ≺ (r,—)i

whenever s > r and (r,—)i =
∨
s>r (s,—)i.

(iii) (r, s)i
∗ ∨ (r′, s′)i =

∨
j 6=i
t∈Q

(t,—)j ∨ (—, r)∨ (s,—)i ∨ (r′, s′)i = 1, i.e. (r′, s′)i ≺

(r, s)i whenever r < r′ < s′ < s and (r, s)i =
∨
r<r′<s′<s (r′, s′)i.

Since Bκ is a base of L(J(κ)), we may conclude that L(J(κ)) is regular.

Remarks 3.6. (1) For each i ∈ I, the map σi : Q → L(J(κ)) given by σi(r) =
(r,—)i is an extended scale in L(J(κ)). Indeed, if r < s then, by Lemma 3.4 (2)
and (h2), we have

σi(r) ∨ σi(s)∗ = (r,—)i ∨ (s,—)i
∗ ≥ (r,—)i ∨

( ∨
j 6=i

(r,—)j
)
∨ (—, s) = 1.

By (1), (h3), Lemma 3.4 (2) and (h4), the formulas

πi(p,—) =
∨
s>p

(s,—)i = (p,—)i and

πi(—, q) =
∨
s<q

(s,—)i
∗

=
∨
s<q

(( ∨
j 6=i
r∈Q

(r,—)j
)
∨ (—, s)

)
=
( ∨
r,j 6=i

(r,—)j
)
∨ (—, q) = (q,—)i

∗

determine a continuous extended real-valued function πi : L(R)→ L(J(κ)).

(2) Furthermore, the map σκ : Q→ L(J(κ)) given by σκ(r) = (—, r)∗ is also an
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extended scale in L(J(κ)). Indeed, if r < s then, by Lemma 3.4 and (h2), we
have that

σκ(r) ∨ σκ(s)∗ = (—, r)∗ ∨ (—, s)∗∗ ≥
( ∨
i∈I

(r,—)i
)
∨ (—, s) = 1.

Hence, by (1), Lemma 3.4, (h3) and (h4) the formulas

πκ(p,—) =
∨
s>p

(—, s)∗ =
∨
s>p

∨
i∈I

(s,—)i =
∨
i∈I

(p,—)i = (—, p)∗ and

πκ(—, q) =
∨
s<q

(—, s)∗∗ =
∨
s<q

(—, s) = (—, q)

determine a continuous extended real-valued function πκ : L(R)→ L(J(κ)).

Note that, for any p ∈ Q,∨
i∈I

πi(p,—) =
∨
i∈I

(p,—)i = (—, p)∗ = πκ(p,—),

that is,
∨
i∈I πi = πκ.

Recall that the weight w(L) ([10]) of a frame L is the smallest infinite cardinal
for which there exists a base B for L of cardinality |B| ≤ w(L).

Theorem 3.7. For each cardinal κ, the frame of the metric hedgehog L(J(κ))
is a metric frame of weight κ · ℵ0.

Proof. First note that Bκ is a base for L(J(κ)) of cardinality |Bκ| = κ whenever
κ ≥ ℵ0 (otherwise, |Bκ| = ℵ0), hence L(J(κ)) has weight κ · ℵ0.

We only need to prove that L(J(κ)) is a metrizable frame, and for that it
suffices to show it carries a uniformity (its metric uniformity) with a countable
base.

So, for each n ∈ N, let Cn = C1
n ∪ C2

n ∪ C3
n ⊆ Bκ with

C1
n = {(—, r) | r < −n}, C2

n = {(r,—)i | r > n, i ∈ I} and

C3
n =

{
(r, s)i | 0 < s− r < 1

n , i ∈ I
}
.

These Cn are clearly covers of L(J(κ)) and Cn+1 ≤ Cn for all n, since Cn+1

is obviously contained in Cn. Thus, we have a countable filter base of covers.
Further, for each n ∈ N, C3n · C3n ≤ Cn:
(1) For each (—, r) ∈ C1

3n,

C3n(—, r) =
∨
{x ∈ C3n | x ∧ (—, r) 6= 0} = (—,−3n+ 1

3n ) ∈ Cn.

(2) For each (r,—)i ∈ C2
3n,

C3n((r,—)i =
∨
{x ∈ C3n | x ∧ (r,—)i 6= 0} =

∨
i∈I

(3n− 1
3n ,—)i ∈ Cn.

(3) For each (r, s)i ∈ C3
3n,

C3n(r, s)i =


(—,−3n) ∨ (r − 1

3n , s+ 1
3n )i ≤ (—,−3n+ 2

3n ), if r < −3n,

(r − 1
3n , s+ 1

3n )i ∨ (3n,—)i ≤ (3n− 2
3n ,—)i, if s > 3n,

(r − 1
3n , s+ 1

3n )i, otherwise,

9



and so C3n(r, s)i ∈ Cn.

Finally, for the uniform below relation C defined by x C y in L(J(κ)) iff
Cnx ≤ y for some n ∈ N, we have:

(3.7.1) For each n ∈ N and r ≤ n we have that Cn(—, r) = (—, r + 1
n ). Therefore,

if r < s then, Cn(—, r) ≤ (—, s) for any sufficiently large n and thus
(—, r) C (—, s).

(3.7.2) For each i ∈ I, n ∈ N and s ≥ −n we have that Cn(s,—)i = (s− 1
n ,—)i.

Therefore, if r < s then Cn(s,—)i ≤ (r,—)i for any sufficiently large n and
hence (s,—)i C (r,—)i.

By (h3) and (h4), this proves the admissibility of the covering uniformity, that
is, that x =

∨
{y ∈ L(J(κ)) | y C x} for every x ∈ L(J(κ)).

It may be worth pointing out that the formula

d(x) = inf{2−n | x ≤ c for some c ∈ Cn}

from [21, Theorem 4.6] provides the expression for the metric diameter on
L(J(κ)) induced by the metric uniformity. Of course, this is a totally bounded
metric frame if and only if κ < ℵ0.

Corollary 3.8. For each cardinal κ, the coproduct
⊕

n∈N L(J(κ)) is a metric
frame of weight κ · ℵ0.

Proof. Any countable coproduct of metrizable frames is a metrizable frame [15,
p. 31], hence

⊕
n∈N L(J(κ)) is a metric frame, clearly of weight κ or ℵ0 as the

case may be.

A uniform frame L is said to be complete whenever any dense surjection
h : M → L of uniform frames is a frame isomorphism.

In the proof of next result we shall make use of the following well-known
fact about surjective frame homomorphisms h : M → L:

(3.9.1) If M is regular and the right adjoint h∗ is also a frame homomorphism,
then h is an isomorphism.

(One first notes that y ≺ x in M iff h∗h(y) ≺ x, since

y∗ ∨ x ≥ h∗h(y)∗ ∨ x ≥ h∗h(y∗) ∨ x ≥ y∗ ∨ x.

Then, by regularity, h∗h(x) =
∨
{h∗h(y) | y ≺ x} =

∨
{y | y ≺ x} = x, which

shows that h is one-one.)

Proposition 3.9. L(J(κ)) is complete in its metric uniformity.

Proof. Let h : M → L(J(κ)) be a dense surjection of uniform frames (where
L(J(κ)) is equipped with its metric uniformity). We need to show that h is a
frame isomorphism. Let h∗ be the right adjoint of h. Since h is a surjection,
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hh∗ = idL(J(κ)). Then, using (3.9.1), it suffices to show that h∗ is a frame
homomorphism, that is, it turns the conditions (h0)-(h4) into identities in M .
For checking that, we need to recall two well-known facts concerning dense
surjections h : M → L of uniform frames ([4, pp. 25], see also [3]):

(3.9.2) The uniformity of M is generated by the images h∗[C] of the uniform
covers C of L.

(3.9.3) For any a ∈ L, h∗(a) =
∨
{h∗(x) | xC a} for the strong inclusion C on L

induced by its uniformity.

(h0): Need to check that h∗(r,—)i ∧ h∗(s,—)j = 0 whenever i 6= j. This follows
from the facts that h∗ preserves arbitrary meets and h∗(0) = 0 (by the density
of h).

(h1): Similarly as with (h0).

(h2): It follows from (3.9.2) that, for any n, h∗[Cn] is a cover of M .

(h3): By (3.9.3), h∗(r,—)i =
∨
{h∗(x) | x C (r,—)i}. Consequently, by (3.7.2),∨

s>r h∗(s,—)i ≤
∨
{h∗(x) | xC (r,—)i}. On the other hand, it is easy to check

that Cn · x ≤ (r,—)i implies x ≤ (r + 1
n ,—)i for any n so that

∨
s>r h∗(s,—)i =∨

{h∗(x) | xC (r,—)i}. Hence we have h∗(r,—)i =
∨
s>r h∗(s,—)i as required.

(h4): By (3.9.3), h∗(—, r) =
∨
{h∗(x) | x C (—, r)}. Moreover, by (3.7.1),∨

s<r h∗(—, s) ≤
∨
{h∗(x) | xC(—, r)}. It is also easy to check that Cn ·x ≤ (—, r)

implies x ≤ (—, r − 1
n ) for any n so that

∨
s<r h∗(—, s) =

∨
{h∗(x) | xC (—, r)}.

Hence we have h∗(—, r) =
∨
s<r h∗(—, s) as required.

4. Continuous hedgehog-valued functions and join cozero κ-families

Definition 4.1. Let L be a frame. A continuous (metric) hedgehog-valued
function on L is a frame homomorphism h : L(J(κ))→ L.

Of course, in order to specify a continuous hedgehog-valued function on L,
we only need to define it on the generators of L(J(κ)) and to check that it turns
the conditions (h0)-(h4) into identities in L.

Now recall that a cozero element of a frame L is an element of the form

cozh = h((—, 0) ∨ (0,—)) =
∨
{h(p, 0) ∨ h(0, q) | p < 0 < q in Q}

for some continuous real-valued function h in L. Equivalently, a ∈ L is a cozero
element if and only if there exists an h ∈ C(L) such that 0 ≤ h ≤ 1 and
a = h(0,—). This is the pointfree counterpart to the notion of a cozero set for
ordinary continuous real-valued functions. For more information on the cozero
map coz : C(L) → L we refer to [5]. As usual, CozL will denote the cozero
lattice of all cozero elements of L.

Remark 4.2. Note that an element a ∈ L is a cozero element if and only if there
exists an h ∈ C(L) such that a =

∨
r∈Q h(r,—). This can be easily checked by

considering an increasing bijection ϕ between Q ∩ (0, 1) and Q.
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In the sequel, we refer to a disjoint {xi}i∈I ⊆ L whenever xi ∧ xj = 0 for
every i 6= j. Recall that by a discrete {yi}i∈I in L it is meant a collection for
which there is a cover C of L such that for each c ∈ C, c ∧ yi = 0 for all i
with possibly one exception. Note that any discrete system is clearly disjoint: if
there is a cover C such that for every c ∈ C, c ∧ yi = 0 for all i except possibly
one, then c ∧ yi ∧ yj = 0 for every c ∈ C and i 6= j, that is, yi ∧ yj = 0.

Definition 4.3. Let κ be a cardinal. We say that a disjoint collection {ai}i∈I ,
|I| = κ, of cozero elements of a frame L is a join cozero κ-family whenever∨
i∈I ai is again a cozero element.

Proposition 4.4. Let h : L(J(κ)) → L be a continuous hedgehog-valued func-
tion and ai =

∨
r∈Q h((r,—)i) for each i ∈ I. Then {ai}i∈I is a join cozero

κ-family in L.
Conversely, given a join cozero κ-family {ai}i∈I , there exists a continuous

hedgehog-valued function h : L(J(κ)) → L such that ai =
∨
r∈Q h((r,—)i) for

every i ∈ I.

Proof. First note that by Remark 3.6 (1), h◦πi ∈ C(L) and thus, by Remark 4.2,∨
r∈Q

(h ◦ πi)(r,—) =
∨
r∈Q

h((r,—)i) = ai

is a cozero element for each i ∈ I.
On the other hand, it follows from (r0) that

ai ∧ aj =
∨

r,s∈Q
h((r,—)i) ∧ h((s,—)j) = 0

whenever i 6= j.
Finally, by Remark 3.6 (2), h ◦ πκ ∈ C(L) and hence∨

r∈Q
(h ◦ πκ)(r,—) =

∨
r∈Q

(h
( ∨
i∈I

(r,—)i
)

=
∨
i∈I

∨
r∈Q

h((r,—)i) =
∨
i∈I

ai

is a cozero element (by Remark 4.2 again). This shows that {ai}i∈I is a join
cozero κ-family in L.

Conversely, let {ai}i∈I be a join cozero κ-family in L. For each i ∈ I there exists
hi ∈ C(L) such that 0 ≤ hi ≤ 1 and hi(0,—) = ai and, additionally, there exists
h0 ∈ C(L) such that 0 ≤ h0 ≤ 1 and h0(0,—) =

∨
i∈I ai. Let ϕ be an increasing

bijection ϕ between Q and Q ∩ (0, 1. The formulas

h((r,—)i) = h0(ϕ(r),—) ∧ hi(ϕ(r),—) and

h(—, r) = h0(0, ϕ(r)) ∨
( ∨
i∈I

hi(0, ϕ(r))
)

(r ∈ Q, i ∈ I) determine a continuous hedgehog-valued function. Indeed:

(h0) If i 6= j then h((r,—)i) ∧ h((s,—)j) ≤ hi(0,—) ∧ hj(0,—) ≤ ai ∧ aj = 0.
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(h1) If r ≥ s then

h((r,—)i) ∧ h(—, s)

= h0(ϕ(r),—) ∧ hi(ϕ(r),—) ∧
(
h0(0, ϕ(s)) ∨

( ∨
j∈I

hj(0, ϕ(s))
))

= h0(ϕ(r),—) ∧ hi(ϕ(r),—) ∧
( ∨
j∈I

hj(0, ϕ(s))
)

≤
(
hi(ϕ(r),—) ∧ hi(0, ϕ(s))

)
∨
(
hi(ϕ(r),—) ∧

( ∨
j 6=i

hj(0, ϕ(s))
))

≤ ai ∧
( ∨
j 6=i

aj
)

= 0.

(h2) If ri < s for each i ∈ I then∨
i∈I
h((ri,—)i) ∨ h(—, s)

=
∨
i∈I

(
h0(ϕ(ri),—) ∧ hi(ϕ(ri),—)

)
∨
(
h0(0, ϕ(s)) ∨

( ∨
j∈I

hj(0, ϕ(s))
))

≥
∨
i∈I

(
h0(ϕ(ri),—) ∧ hi(ϕ(ri),—)

)
∨
(
h0(0, ϕ(s)) ∨ hi(0, ϕ(s))

)
≥
∨
i∈I

(
h0(ϕ(ri),—) ∨ h0(0, ϕ(s))

)
∧
(
hi(ϕ(ri),—) ∨ hi(0, ϕ(s))

)
= 1.

(h3)

h((r,—)i) = h0(ϕ(r),—) ∧ hi(ϕ(r),—) =
( ∨
s>r

h0(ϕ(s),—)
)
∧
( ∨
s>r

hi(ϕ(s),—)
)

=
∨
s>r

h0(ϕ(s),—) ∧ hi(ϕ(s),—) =
∨
s>r

h((s,—)i)

(h4)

h(—, r) = h0(0, ϕ(r)) ∨
( ∨
i∈I

hi(0, ϕ(r))
)

=
( ∨
s<r

h0(0, ϕ(s))
)
∨
( ∨
i∈I

∨
s<r

hi(0, ϕ(s))
)

=
∨
s<r

h0(0, ϕ(s)) ∨
( ∨
i∈I

hi(0, ϕ(s))
)

=
∨
s<r

h(—, s).

On the other hand, for each i ∈ I, we have∨
r∈Q

h((r,—)i) =
∨
r∈Q

h0(ϕ(r),—) ∧ hi(ϕ(r),—)

=
( ∨
r∈Q

h0(ϕ(r),—)
)
∧
( ∨
r∈Q

hi(ϕ(r),—)
)

= h0(0,—) ∧ hi(0,—) =
( ∨
j∈I

aj
)
∧ xi = ai.

Remarks 4.5. (1) If κ = 1 then, of course, a join cozero κ-family is precisely a
cozero element.
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(2) Since any finite or countable suprema of cozero elements is a cozero element,
it follows that in the case κ ≤ ℵ0, a join cozero κ-family is precisely a disjoint
collection of cozero elements.

(3) A frame L is perfectly normal ([13]) if for each a ∈ L there is a count-
able family (bn)n∈N in L such that a =

∨
n∈N bn and bn ≺ a for all n ∈ N.

Perfectly normal frames are precisely those frames in which every element is
cozero. Therefore, in any perfectly normal frame a join cozero κ-family is pre-
cisely a disjoint collection of elements.

(4) By Lemma 1 of [14], for any locally finite collection {ai}i∈I of cozero el-
ements, its join

∨
i∈I ai is still a cozero element. Consequently, any locally

finite disjoint collection of cozero elements {ai}i∈I is a join cozero κ-family. In
particular, any discrete collection of cozero elements {ai}i∈I is a join cozero
κ-family. However, not every join cozero κ-familiy is locally finite; for example,
{
∨
r∈Q((r,—)i)}i∈I is a join cozero κ-family in L(J(κ)) (by Proposition 4.4), but

it is locally finite if and only if κ is finite.

As a consequence of Remarks (3) and (4) above and Proposition 4.4, we get:

Corollary 4.6. Let L be a perfectly normal frame and {ai}i∈I a disjoint col-
lection of elements. Then there exists a continuous hedgehog-valued function
h : L(J(κ))→ L such that

∨
r∈Q h((r,—)i) = ai for each i ∈ I.

5. Universality: Kowalsky’s Hedgehog Theorem

Recall from [10] that a family of frame homomorphisms {hi : Mi → L}i∈I is
said to be separating in case

a ≤
∨
i∈I

hi((hi)∗(a))

for every a ∈ L.

Remark 5.1. (See [10, Fact 3.3]) A family of standard continuous functions
{fi : X → Yi}i∈I separates points from closed sets if for every closed set K ⊆ X
and every x ∈ X \ K, there is an i such that fi(x) /∈ fi[K]. The family
{fi : X → Yi}i∈I separates points from closed sets if and only if the correspond-
ing family of frame homomorphisms {Ofi : OYi → OX}i∈I is separating.

We need now to recall the following result ([10, Theorem 3.7]), stated here
in frame-theoretical terms.

Let {hi : Mi → L}i∈I be a family of frame homomorphisms. Then there is
a frame homomorphism e :

⊕
i∈IMi → L such that, for each i, the diagram

Mi

⊕
i∈I

Mi

L

@
@Rhi

-qi

��	e
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commutes, where qi : Mi →
⊕

i∈IMi is the ith injection map. The map e need
not be a quotient map, but one has the following:

Theorem 5.2. ([10, Theorem 3.7]) If {hi : Mi → L}i∈I is separating then e is
a quotient map.

Furthermore, given a fixed class L of frames, a frame T in L is said to be
universal in this class ([8]) if for every L ∈ L there exists a frame homomorphism
from T onto L. We now have the following:

Theorem 5.3. For each cardinal κ, the coproduct
⊕

n∈N L(J(κ)) is universal
in the class of metric frames of weight κ · ℵ0.

Proof. Step 1. (Corollary 3.8)
⊕

n∈N L(J(κ)) is a metric frame of weight κ · ℵ0.

Step 2. Let L be a metric frame of weight κ. Then L has a σ-discrete base (cf.
[19, Theorem 4.7]), i.e. there exists a base B ⊆ L such that B =

⋃
n∈NBn, where

Bn = {ain}i∈In is a discrete family. We can assume with no loss of generality
that the cardinality of

⋃
n∈N In is precisely κ.

Step 3. As it is well known (see e.g. [7]), any metric frame is perfectly normal.
Hence, it follows from Corollary 4.6 that for each n ∈ N there exists a continuous
hedgehog-valued function hn : L(J(κ))→ L such that ain =

∨
r∈Q hn((r,—)i) for

every i ∈ I.

Step 4. The family {hn : L(J(κ))→ L}n∈N is separating:
Let a ∈ L. Then for each m ∈ N there is a Cm ⊆ Bm such that a =

∨
m∈N

∨
Cm.

For each aim ∈ Cm we have

(hm)∗(a
i
m) = (hm)∗

( ∨
r∈Q

hm((r,—)i)
)
≥
∨
r∈Q

(hm)∗(hm((r,—)i)) ≥
∨
r∈Q

(r,—)i,

thus ∨
n∈N

hn((hn)∗(a
i
m)) ≥ hm((hm)∗(a

i
m)) ≥

∨
r∈Q

hm((r,—)i) = aim.

It then follows that
∨
n∈N hn((hn)∗(a)) ≥ a.

Step 5. We can now apply Theorem 5.2 to conclude that the frame homomor-
phism e :

⊕
n∈N L(J(κ))→ L such that, for each n ∈ N, the diagram

L(J(κ))
⊕
n∈N

L(J(κ))

L

Q
QQshn

-qn

�
�+ e

commutes, is a quotient map.

This is the pointfree extension of Kowalsky’s Hedgehog Theorem ([17]) that
shows that every metrizable space is embeddable into a countable cartesian
power of the metric hedgehog space.
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6. κ-Collectionwise normality

Being metrizable, the hedgehog frame is collectionwise normal [22, Theo-
rem 2.5] (see also [24], Theorem 2 and its Corollary). Recall that collectionwise
normality is a stronger variant of normality introduced by A. Pultr in [22]: while
a frame L is normal whether for any x, y ∈ L satisfying x ∨ y = 1 there exist
disjoint u, v ∈ L such that x ∨ u = 1 = y ∨ v, it is collectionwise normal if for
each co-discrete system {xi}i∈I there is a discrete {ui}i∈I such that xi ∨ ui = 1
for every i ∈ I. Here, by a co-discrete {xi}i∈I it is meant a collection for which
there is a cover C such that for each c ∈ C, c ≤ xi for all i with possibly one
exception.

More generally, for a cardinal κ ≥ 2, we say that L is κ-collectionwise normal
if it satisfies the definition of collectionwise normality for sets I with cardinality
|I| ≤ κ. Hence collectionwise normality is κ-collectionwise normality for any
cardinality κ. If κ ≤ λ are two cardinalities, then λ-collectionwise normality
implies κ-collectionwise normality. Hence, κ-collectionwise normality implies
normality for every κ.

Remarks 6.1. (1) A pair {x, y} is co-discrete if and only if x ∨ y = 1. However,
{x1, x2, . . . , xn} is co-discrete only if x1∨x2∨· · ·∨xn = 1 but the converse does
not hold. On the other hand, {x, y} is discrete if and only if x∗ ∨ y∗ = 1. It
then follows that 2-collectionwise normality is just normality. More generally,
it can be proved that κ-collectionwise normality coincides with normality for
every κ ≤ ℵ0.

(2) Note that, since c ≤ x∗i if and only if c∧ xi = 0, a system {xi}i∈I is discrete
if and only if {x∗i }i∈I is co-discrete.

(3) Moreover, for any co-discrete system {xi}i∈I and any y ∈ L, y ∨
∧
i∈I xi =∧

i∈I(y ∨ xi) ([22]). It then follows that for any discrete system {xi}i∈I such
that xi ≺ y for all i ∈ I,

∨
i∈I xi ≺ y ([22]).

(4) It is an easy exercise to check that frame homomorphisms preserve co-
discrete sets (i.e, the image of any co-discrete set is co-discrete).

(5) Note also that surjective localic maps preserve disjoint sets, just because
ontoness implies the preservation of the bottom element.

We start with a characterization of normality that will be useful in our study:

Lemma 6.2. A frame L is normal if and only if for every a, b ∈ L satisfying
a ∨ b = 1 there exists a system {un}n∈N such that:

(N1)
∨
n∈N

(a ∨ un) = 1.

(N2)
∧
n∈N

(b ∨ u∗n) = 1.

Proof. The implication ‘⇒’ is obvious: by the normality condition, there is some
u ∈ L satisfying a ∨ u = b ∨ u∗ = 1; take un = u for every n. Conversely, let
a∨ b = 1. By hypothesis, there are {un}n and {vn}n such that

∨
n∈N(a∨ un) =
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1 =
∧
n∈N(b ∨ u∗n) and

∨
n∈N(b ∨ vn) = 1 =

∧
n∈N(a ∨ v∗n). Let

u :=
∨
n∈N

(
un ∧

∧
m≤n

v∗m
)

and v :=
∨
n∈N

(
vn ∧

∧
m≤n

u∗m
)
.

Then
a ∨ u =

∨
n∈N

(
(a ∨ un) ∧

(
a ∨

∧
m≤n

v∗m
))

=
∨
n∈N

(a ∨ un) = 1.

Similarly, b ∨ v = 1. Finally,

u ∧ v =
∨
n,n′

(
un ∧

∧
m≤n

v∗m ∧ vn′ ∧
∧

m′≤n′
u∗m′

)
= 0.

We need now to recall some facts and notation about sublocales ([19]):
An S ⊆ L is a sublocale of L iff the embedding S ↪→ L is a localic map.

This means that S is closed under arbitrary infima and moreover x→ s ∈ S for
every x ∈ L and s ∈ S. The set S(L) of all sublocales of L forms a coframe (i.e.,
the dual of a frame) under inclusion, in which arbitrary infima coincide with
intersections, {1} is the bottom element and L is the top element. There are
two special classes of sublocales: the closed ones, defined as c(a) = ↑a for each
a ∈ L, and the open ones, defined as o(a) = {a → b | b ∈ L} for each a ∈ L.
The Fσ-sublocales are the countable joins of closed subocales in S(L) ([16]).

Any sublocale S of a frame L is a frame with meets and Heyting operation
as in L but joins may differ. Denoting by ϕS the left adjoint of the embedding
S ↪→ L, we have

S∨
A = ϕS(

∨
A) =

∧
{s ∈ S | s ≥

∨
A} ≥

∨
A.

In the particular case of an Fσ-sublocale S =
∨
n∈N c(an) one gets from the

formula for the joins in the coframe of sublocales that

S =
∨
n∈N

c(an) =
{∧

A | A ⊆
⋃
n∈N
↑ an

}
.

It then follows easily that:

(Fσ1) ϕS(a) =
∧
n∈N(an ∨ a). In particular, 0S = ϕS(0) =

∧
n∈N an.

(Fσ2) a ∧ b = 0 =⇒ ϕS(a) ∧ ϕS(b) = 0S .

(Fσ3) ϕS(a)∗S (i.e. the pseudocomplement of ϕS(a) in S) satisfies the following:
ϕS(a)∗S ≥ ϕS(a∗) ≥ a∗.

(Fσ4) ϕc(a)(x) = x ∨ a for each x ∈ L.

(Fσ5) ϕo(a)(x) = a→ x for each x ∈ L.

Remark 6.3. Defining a collection {Si}i∈I of sublocales as being discrete when-
ever there is an open cover C of sublocales such that for each C ∈ C, C∩Si = {1}
for all i with possibly one exception, it is obvious that a co-discrete system
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{xi}i∈I in L corresponds precisely to the discrete collection of closed sublocales
{c(xi)}i∈I whereas a discrete system {yi}i∈I in L corresponds precisely to the
discrete collection of open sublocales {o(yi)}i∈I . Therefore, a locale is collec-
tionwise normal if and only if for every discrete collection {c(xi)}i∈I of closed
sublocales of L there exists a discrete collection {o(yi)}i∈I of open sublocales
such that c(xi) ⊆ o(yi) for all i ∈ I. This shows that the pointfree notion of
collectionwise normality is precisely the formulation of the classical notion in
the category of locales.

The next result is the extension to locales of the classical result, due to
Urysohn [25], that any Fσ-subspace of a normal space is normal.

Proposition 6.4. Any Fσ-sublocale of a normal locale is normal.

Proof. Let F =
∨
n∈N c(an) be an Fσ-sublocale of a normal locale L. We shall

denote joins in F by
F∨

. Let a, b ∈ F with

1 = a
F
∨ b = ϕF (a ∨ b) =

∧
n∈N

(an ∨ a ∨ b).

Then an ∨ a ∨ b = 1 for every n ∈ N and by the normality of L it follows that
there exists un ∈ L such that

an ∨ a ∨ un = 1 = b ∨ u∗n.

In order to show that F is normal it suffices to check that the family
{ϕF (un)}n∈N satisfies the conditions (N1) and (N2) of Lemma 6.2:

(N1) Using property (Fσ1) we obtain

F∨
n∈N

(
a
F
∨ ϕF (un)

)
= ϕF

( ∨
n∈N

(
a
F
∨ ϕF (un)

))
≥ ϕF

( ∨
n∈N

(a ∨ un)
)

=
∧
n∈N

(
an ∨

∨
n∈N

(a ∨ un)
)

= 1.

(N2) By (Fσ3) we have

b
F
∨ ϕF (un)∗F ≥ b

F
∨ u∗n ≥ b ∨ u∗n = 1

for every n ∈ N.

The following lemma identifies the difference between normality and κ-col-
lectionwise normality.

Lemma 6.5. A frame L is κ-collectionwise normal if and only if it is normal
and for each co-discrete {xi}i∈I , |I| ≤ κ, there is a disjoint {ui}i∈I such that
ui ∨ xi = 1 for every i ∈ I.
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Proof. The implication ‘⇒’ is obvious since any discrete system is disjoint as
remarked above.

Conversely, let {xi}i∈I be a co-discrete system. By hypothesis, there is a
disjoint {ui}i∈I such that ui ∨ xi = 1 for every i. Now let

D = {x ∈ L | x ∧ ui 6= 0 for at most one i}

and d =
∨
D. Evidently, ui ∈ D and thus ui ≤ d for every i. Then, using

Remark 6.1 (3), we have

d ∨
∧
I

xi =
∧
i∈I

(d ∨ xi) ≥
∧
i∈I

(ui ∨ xi) = 1.

Since L is normal, there are u, v ∈ L such that u ∨
∧
i∈I xi = 1 = v ∨ d and

u ∧ v = 0. The system
{yi := ui ∧ u}i∈I

is the required discrete system that shows that L is collectionwise normal. In-
deed, C = D ∪ {v} is a cover of L (since

∨
C = d ∨ v = 1), each c ∈ C

meets at most one yi (since yi ∧ v ≤ u ∧ v = 0 for every i) and moreover
yi ∨ xi = (ui ∨ xi) ∧ (u ∨ xi) = u ∨ xi ≥ u ∨

∧
i∈I xi = 1 for every i.

The next lemma is the counterpart of Lemma 6.2 for κ-collectionwise nor-
mality.

Lemma 6.6. A frame L is κ-collectionwise normal if and only if for each co-
discrete {xi}i∈I , |I| ≤ κ, there exists a system {uni }n∈Ni∈I such that :

(CN1) For each i ∈ I,
∨
n∈N

(xi ∨ uni ) = 1.

(CN2) For each i ∈ I,
∧
n∈N

(xi ∨
∧
j 6=i

(unj )∗) = 1.

Proof. ⇒: By Lemma 6.5, there is a disjoint {ui}i∈I such that ui ∨ xi = 1
for every i. Put uni = ui for every i ∈ I and n ∈ N. (CN1) is obvious.
Regarding (CN2), since {ui}i∈I is disjoint, ui ≤ u∗j for every i 6= j. Hence∧
n∈N(xi ∨

∧
j 6=i(u

n
j )∗) = xi ∨

∧
j 6=i u

∗
j ≥ xi ∨ ui = 1.

⇐: If a∨ b = 1 then {a, b} is co-discrete and by hypothesis there exists {un}n∈N
and {vn}n∈N such that∨

n∈N
(a ∨ un) = 1 =

∨
n∈N

(b ∨ vn) and
∧
n∈N

(a ∨ v∗n) = 1 =
∧
n∈N

(b ∨ u∗n).

This shows that L is normal (by the characterization in Lemma 6.2). We shall
conclude that L is moreover collectionwise normal by way of Lemma 6.5. Let
{xi}i∈I , |I| ≤ κ, be a co-discrete subset of L. By hypothesis, there is some
{uni }n∈Ni∈I ⊆ L satisfying conditions (CN1) and (CN2). Set

ui :=
∨
n∈N

(
uni ∧

∧
m≤n

∧
j 6=i

(umj )∗
)
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for each i ∈ I. Clearly, xi ∨ ui = 1 for every i ∈ I:

1 =
(∨
n

(xi ∨ uni )
)
∧
(∧
m

(xi ∨
∧
j 6=i

(umj )∗)
)

=
∨
n

(
(xi ∨ uni ) ∧

∧
m

(xi ∨
∧
j 6=i

(umj )∗)
)

≤
∨
n

(
(xi ∨ uni ) ∧

∧
m≤n

(xi ∨
∧
j 6=i

(umj )∗)
)

=
∨
n

(
(xi ∨ uni ) ∧

(
xi ∨

∧
m≤n

∧
j 6=i

(umj )∗
))

=
∨
n

(
xi ∨

(
uni ∧

∧
m≤n

∧
j 6=i

(umj )∗
))

= xi ∨ ui.

Moreover, the collection {ui}i∈I is disjoint, since

ui ∧ uj ≤
∨
n,n′

(
uni ∧ un

′

j ∧
∧
m≤n

(umj )∗ ∧
∧

m′≤n′
(um

′

i )∗
)

= 0

for every i 6= j. Indeed, for n ≤ n′,

uni ∧ un
′

j ∧
∧
m≤n

(umj )∗ ∧
∧

m′≤n′
(um

′

i )∗ ≤ uni ∧
∧

m′≤n′
(uni )∗ = 0

and for n′ ≤ n,

uni ∧ un
′

j ∧
∧
m≤n

(umj )∗ ∧
∧

m′≤n′
(um

′

i )∗ ≤ un
′

j ∧ (un
′

j )∗ = 0.

We are now ready to prove the counterpart of Proposition 6.4 for κ-collec-
tionwise normality.

Proposition 6.7. Any Fσ-sublocale of a κ-collectionwise normal locale is κ-
collectionwise normal.

Proof. Let F =
∨
n∈N c(an) be an Fσ-sublocale of L. Let {xi}i∈I be a co-discrete

family in F with |I| ≤ κ. Then there is a cover C of F such that

for each c ∈ C, c ≤ xi for all i except possibly one. (2)

Since each an ∨
∨
C ∈ F and

F∨
C = 1, we have an ∨

∨
C = 1 for every n ∈ N.

Hence each Cn := C ∪ {an} is a cover of L. From (2) it is obvious that these
covers assert that {xi ∨ an}i∈I is a co-discrete family in L for every n. Since
L is κ-collectionwise normal, it follows that for each n ∈ N there is a discrete
{uni }i∈I ⊆ L such that

xi ∨ an ∨ uni = 1 for every i ∈ I. (3)

Now, take {ϕF (uni )}n∈Ni∈I ⊆ F . In order to conclude that F is collectionwise
normal, it suffices to check that this family satisfies conditions (CN1) and (CN2)
of Lemma 6.6:

(CN1) For each i ∈ I we have, by (Fσ1),

F∨
n∈N

(
xi

F
∨ ϕF (uni )

)
= ϕF

( ∨
n∈N

(
xi

F
∨ ϕF (uni )

))
≥ ϕF

( ∨
n∈N

(xi ∨ uni )
)

=
∧
n∈N

(
an ∨

∨
n∈N

(xi ∨ uni )
)

= 1.
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This is equal to 1 by (3).

(CN2) Since {uni }i∈I is discrete, it is disjoint. Therefore, by (Fσ3), for every
j 6= i we have ϕF (unj )∗F ≥ (unj )∗ ≥ uni . Hence, for each i ∈ I and each n ∈ N
we have

xi
F
∨
∧
j 6=i

ϕF (unj )∗F ≥ xi
F
∨
∧
j 6=i

(unj )∗ ≥ xi
F
∨ uni =

∧
n∈N

(an ∨ xi ∨ uni ) = 1.

This is the pointfree counterpart of the classical result, originally proved in
[23], that κ-collectionwise normality is hereditary with respect to Fσ-sets. (It
may be worth emphasizing that the localic proof is much simpler.) In partic-
ular, it follows that any closed sublocale of a collectionwise normal locale is
collectionwise normal.

Let h : M → L be a frame homomorphism, with corresponding localic map
h∗ : L→M , right adjoint to h. Recall that h is closed if h∗(x∨h(y)) = h∗(x)∨y
for every x ∈ L and y ∈M . Lemma 6.5 has another nice consequence:

Proposition 6.8. Let h : M → L be a one-to-one closed frame homomorphism
and κ a cardinal. If L is κ-collectionwise normal, then so is M .

Proof. The fact that M is normal follows from the normality of L by [11,
Corollary 9.4]. Let {yi}i∈I be a co-discrete subset of M . By Remark 6.1 (4),
{h(yi)}i∈I is co-discrete and thus there exists a disjoint {ui}i∈I ⊆ L such
that ui ∨ h(yi) = 1 for every i ∈ I. Now, by Remark 6.1 (5), {h∗(ui)}i∈I
is disjoint. Finally, using the hypothesis that h is closed, we conclude that
h∗(ui) ∨ yi = h∗(ui ∨ h(yi)) = h∗(1) = 1 for every i.

Formulated in terms of locales, this result shows that the image of a collec-
tionwise normal locale under any closed localic map is collectionwise normal.

7. κ-Collectionwise normality and the metric hedgehog

In this section, we characterize κ-collectionwise normality in terms of con-
tinuous hedgehog-valued functions. The first theorem extends Urysohn’s sepa-
ration theorem for normal frames ([4, 2]), which corresponds to the particular
case κ = 2, as L(J(2)) ∼= L([0, 1]).

Theorem 7.1 (Urysohn-type theorem). A frame L is κ-collectionwise normal
if and only if for each co-discrete system {xi}i∈I , |I| ≤ κ, there exists a frame
homomorphism h : L(J(κ))→ L such that h((0,—)∗i ) ≤ xi for each i ∈ I.

Proof. Let L be a κ-collectionwise normal frame and let {xi}i∈I ⊆ L be a co-
discrete system in L. By Lemma 6.5, there is a disjoint {ui}i∈I such that ui ∨
xi = 1 for every i ∈ I. By the well-known pointfree Urysohn’s separation lemma
(in the formulation of [12]), there is, for each i ∈ I, a frame homomorphism
hi : L(R)→ L such that∨

r∈Q
hi(—, r) ≤ xi and

∨
r∈Q

hi(r,—) ≤ ui.
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Let h be a frame homomorphism L(J(κ))→ L determined on generators by

h(—, r) =
∨
t<r

∧
i∈I

hi(—, t) and h((r,—)i) = hi(r,—)

for all r ∈ Q and i ∈ I. This assignment turns the defining relations (h0)–(h4)
into identities in L:

(h0): If i 6= j one has h((r,—)i) ∧ h((s,—)j) ≤ ui ∧ uj = 0.

(h1): If r ≥ s then h((r,—)i) ∧ h(—, s) ≤ hi(r,—) ∧ hi(—, s) = 0 for every i ∈ I.

(h2): Let ri < s in Q for every i ∈ I. First notice that, by Remark 6.1 (2),
{u∗i }i∈I is co-discrete. Moreover, by (r2), 1 = hi(r,—)∨hi(—, r+ 1) ≤ hi(r,—)∨
ui, from which it follows that u∗i ≤ hi(r,—) for all i ∈ I and r ∈ Q. Hence
{hi(r,—)}i∈I is also co-discrete for all r ∈ Q. Now, let C be the cover that
witnesses the co-discreteness of {u∗i }i∈I and let c ∈ C. We have:

(a) If c ≤ u∗i for every i ∈ I, then c ≤ hi(—, t) for all i ∈ I and t ∈ Q.
Consequently, c ≤

∨
t<s

∧
i∈I hi(—, t) = h(—, s) ≤

∨
i∈I h((ri,—)i) ∨ h(—, s).

(b) If c 6≤ u∗i0 for some i0 ∈ I, let t0 ∈ Q such that ri0 < t0 < s. Then c ≤ u∗i ≤
hi(—, t0) for all i 6= i0. Since {hi(t0,—)}i∈I is co-discrete, by Remark 6.1 (3),
one has that∨

i∈I
h((ri,—)i) ∨ h(—, s) ≥ hi0(ri0 ,—) ∨

( ∧
j∈I

hj(—, t0)
)

=
∧
j∈I

(
hi0(ri0 ,—) ∨ hj(—, t0)

)
≥
( ∧
j 6=i0

hj(—, t0)
)
∧
(
hi0(ri0 ,—) ∨ hi0(—, t0)

)
≥ c.

Hence
∨
i∈I h((ri,—)i) ∨ h(—, s) ≥

∨
c∈C c = 1.

(h3) and (h4) are obvious.

Finally, it follows from Lemma 3.4 (2) that, for each i ∈ I,

h((0,—)∗i ) = h
( ∨
j 6=i
s∈Q

(s,—)j ∨ (—, 0)
)

=
∨
j 6=i
s∈Q

hj(s,—) ∨
∨
t<0

∧
j∈I

hj(—, t)

≤
( ∨
j 6=i

uj
)
∨
( ∧
j∈I

xj
)
≤ xi

as uj ≤ xi if i 6= j, since xi = (uj ∧ ui) ∨ xi = uj ∨ xi.
Conversely, L is clearly normal (by the pointfree Urysohn’s lemma). Fur-
ther, by hypothesis, given a co-discrete system {xi}i∈I there exists a frame
homomorphism h : L(J(κ)) → L such that h((0,—)∗i ) ≤ xi for all i ∈ I. Let
ui = h((−1,—)i) for each i ∈ I. By (h0) the system {ui}i∈I is disjoint. More-
over,

ui ∨ xi ≥ h((−1,—)i) ∨ h((0,—)∗i ) ≥ h
(
(−1,—)i ∨

∨
j 6=i

(−1,—)j ∨ (—, 0)
)

= 1

for every i ∈ I. Hence L is κ-collectionwise normal by Lemma 6.5.
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Our second theorem is a Tietze-type extension theorem for continuous hedge-
hog-valued functions. To prove it we need first to introduce some terminology
and to recall, from [20], a glueing result for localic maps defined on closed
sublocales (that we reformulate here in terms of frame homomorphisms).

For each sublocale S of a frame M , we say that a frame homomorphism
h : L→ S has an extension to M if there exists a further frame homomorphism
h̃ : L→M such that the diagram

L S

M

@@R
h̃

-h

���ϕS

commutes. In that case we say that h̃ : L→M extends h.

Proposition 7.2 (Cf. Theorem 4.4 in [20]). Let L and M be frames, a1, a2 ∈
M , and let hi : L→ c(ai) (i = 1, 2) be frame homomorphisms such that

h1(x) ∨ a2 = h2(x) ∨ a1

for all x ∈ L. Then the map h : L→ c(a1)∨ c(a2) given by h(x) = h1(x)∧h2(x)
is a frame homomorphism that extends both h1 and h2.

Theorem 7.3 (Tietze-type theorem). A frame L is κ-collectionwise normal
if and only if for every closed sublocale c(a) of L, each frame homomorphism
h : L(J(κ))→ c(a) has an extension to L.

Proof. (i)⇒(ii): Let L be a κ-collectionwise normal frame and |I| ≤ κ. Fur-
ther, let a ∈ L and let h : L(J(κ)) → c(a) be a frame homomorphism. By
Remark 3.6 (2) we have a continuous extended real-valued function hκ = h ◦
πκ : L(R)→ c(a) given by

hκ(r,—) = h((—, r)∗) and hκ(—, r) = h(—, r).

By the well-known pointfree Tietze’s extension theorem (in the formulation of

[12]), hκ has a continuous extension h̃κ : L(R)→ L. Let

F =
∨
r∈Q

c
(
h̃κ(—, r)

)
=
∨
r∈Q

o
(
h̃κ(r,—)

)
= o
( ∨
r∈Q

h̃κ(r,—)
)
.

This is an open Fσ-sublocale of L, hence κ-collectionwise normal (by Proposi-
tion 6.7).

For each i ∈ I, let
xi =

∧
r∈Q

h((r,—)∗i ).

Since h((r,—)∗i ) ≥ h(—, r) = hκ(—, r) = h̃κ(—, r) ∨ a ≥ h̃κ(—, r) for every r ∈ Q
and i ∈ I, it follows that

xi ∈
∨
r∈Q

c
(
h̃κ(—, r)

)
= F
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for all i ∈ I. Moreover, the system {xi}i∈I is co-discrete in F . Indeed, let

ci =
∧
r∈Q

(
h̃κ(—, r) ∨

∨
s∈Q

h((s,—)i)
)
∈ F

for every i ∈ I and C = {ci | i ∈ I}. Then C is a cover of F : in fact, since∨
r∈Q

h̃κ(r,—) ≤
∨
r∈Q

hκ(r,—) =
∨
r∈Q

h((—, r)∗) =
∨
r∈Q

∨
i∈I

h((r,—)i) ≤
∨
i∈I

ci

and F = o
(∨

r∈Q h̃κ(r,—)
)
, it follows that

F∨
i∈I

ci =
( ∨
r∈Q

h̃κ(r,—)
)
→
( ∨
i∈I

ci
)

= 1.

Furthermore, ci ≤ xj whenever i 6= j, since in that case

h̃κ(—, r) ∨
∨
s∈Q

h((s,—)i) ≤ h(—, r) ∨
∨
s∈Q

h((s,—)i) ≤ h((r,—)∗j )

for all r ∈ Q.
Thus, we can apply Lemma 6.5 to get some disjoint {ui}i∈I ⊆ F such that

ui
F
∨ xi = 1 for every i ∈ I. This means that

1 = ui
F
∨ xi =

( ∨
r∈Q

h̃κ(r,—)
)
→ (ui ∨ xi),

that is, h̃κ(r,—) ≤ ui ∨ xi for every r ∈ Q and i ∈ I.
Let h0 : L(R)→ c

(∨
i∈I ui

)
be the frame homomorphism given by

h0(r,—) =
∨
i∈I

ui and h0(—, r) = 1.

We claim that hκ(x) ∨
∨
i∈I ui = h0(x) ∨ a for all x ∈ L(R). Indeed, let r ∈ Q.

First note that

h((r,—)i) ≤ h((—, r)∗) = hκ(r,—) = a ∨ h̃κ(r,—) ≤ a ∨ ui ∨ xi = ui ∨ xi.

Since h((r,—)i) ∧ xi = a for all r ∈ Q and i ∈ I we have

h((r,—)i) = h((r,—)i) ∧ (ui ∨ xi) = (h((r,—)i) ∧ ui) ∨ a ≤ ui ∨ a

and therefore

hκ(r,—) ∨
( ∨
i∈I

ui
)

= h((—, r)∗) ∨
( ∨
i∈I

ui
)

=
( ∨
i∈I

h((r,—)i)
)
∨
( ∨
i∈I

ui
)

=
( ∨
i∈I

ui
)
∨ a = h0(r,—) ∨ a.
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On the other hand, we also have h((r − 1,—)i) ≤ ui ∨ a for all i ∈ I and thus

hκ(—, r) ∨
( ∨
i∈I

ui
)

= h(—, r) ∨
( ∨
i∈I

ui
)
≥ h(—, r) ∨

∨
i∈I

h((r − 1,—)i) = 1.

Hence hκ(—, r) ∨
(∨

i∈I ui
)

= 1 = h0(—, r) ∨ a.
Since the identity hκ(x) ∨

∨
i∈I ui = h0(x) ∨ a holds for any generator of

L(R), it then holds for all x ∈ L(R).
It follows from Proposition 7.2 that the map g : L(R)→ c

(
a∧
∨
i∈I ui

)
defined

by

g(r,—) = hκ(r,—) ∧ h0(r,—) = h((—, r)∗) ∧
∨
i∈I

ui

and
g(—, r) = hκ(—, r) ∧ h0(—, r) = h(—, r)

is a frame homomorphism. Then, by the pointfree Tietze’s extension theorem
again, g has a continuous extension to L, say g̃ : L(R)→ L.

Finally, let h̃ be the frame homomorphism L(J(κ)) → L determined on
generators by

h̃((r,—)i) = g̃(r,—) ∧ ui and h̃(—, r) = g̃(—, r).

for all r ∈ Q and i ∈ I. This assignment turns the defining relations (h0)–(h4)
into identities in L:

(h0) If i 6= j one has h̃((r,—)i) ∧ h̃((s,—)j) = g̃(r,—) ∧ ui ∧ g̃(s,—) ∧ uj = 0.

(h1): If r ≥ s then h̃((r,—)i) ∧ h̃((—, s)) = g̃(r,—) ∧ ui ∧ g̃(—, s) = 0 for every
i ∈ I.

(h2): Let ri < s in Q for every i ∈ I. Then∨
i∈I

h̃((ri,—)i) ∨ h̃(—, s) =
∨
i∈I

(g̃(ri,—) ∧ ui) ∨ g̃(—, s) =

=
∨
i∈I

(g̃(ri,—) ∨ g̃(—, s)) ∧ (ui ∨ g̃(—, s)) =

=
( ∨
i∈I

ui
)
∨ g̃(—, s) =

( ∨
i∈I

ui
)
∨ h0(—, s) =

=
( ∨
i∈I

ui
)
∨ h(—, s) ≥

( ∨
i∈I

h((r,—)i)
)
∨ h(—, s) = 1.

(h3) and (h4) are obvious.

We conclude the proof of this implication by proving that h̃ is the required
extension of h.

For each r ∈ Q we have

h̃(—, r) ∨ a = g̃(—, r) ∨ a = h0(—, r) ∨ a = h(—, r) ∨ a = h(—, r).
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On the other hand, if j 6= i then h((r,—)j) ∧ ui ≤ (uj ∨ a) ∧ ui = a ∧ ui ≤ a.
Consequently,

h̃((r,—)i) ∨ a =
(
g̃(r,—) ∧ ui

)
∨ a =

(
g̃(r,—) ∨ a

)
∧ (ui ∨ a) =

= (h0(r,—) ∨ a) ∧ (ui ∨ a) = (h0(r,—) ∧ ui) ∨ a
=
(
h((—, r)∗) ∧ ui

)
∨ a =

( ∨
j∈I

h((r,—)j) ∧ ui
)
∨ a

=
(
h((r,—)i) ∧ ui

)
∨ a = h((r,—)i) ∧ (ui ∨ a) = h((r,—)i).

Since the identity h̃(x) ∨ a = h(x) holds for any generator of L(J(κ)), it then

holds for all x ∈ L(J(κ)). Hence ϕc(a) ◦ h̃ = h.

(ii)⇒(i): Let {xi}i∈I be a co-discrete system in L with |I| = κ. Further, let
a =

∧
i∈I xi, ai =

∧
j 6=i xj for each i ∈ I and let h : L(J(κ)) → c(a) be a frame

homomorphism determined on generators by

h(—, r) = a and h((r,—)i) = ai

for all r ∈ Q and i ∈ I. This assignment turns the defining relations (h0)–(h4)
into identities in L:

(h0): If i 6= j one has h((r,—)i) ∧ h((s,—)j) = ai ∧ aj = a.

(h1): If r ≥ s then h((r,—)i) ∧ h(—, s) = a for every i ∈ I.

(h2): Let ri < s in Q for every i ∈ I. Further, let C be the cover that witnesses
the co-discreteness of {xi}i∈I and let c ∈ C. We have:

(a) If c ≤ xi for every i ∈ I, then c ≤ a = h(—, s) ≤
∨
i∈I h((ri,—)i) ∨ h(—, s).

(b) If c 6≤ xi0 for some i0 ∈ I, then c ≤ ai0 = h((ri0 ,—)i0) ≤
∨
i∈I h((ri,—)i) ∨

h(—, s).

Hence
∨
i∈I h((ri,—)i) ∨ h(—, s) ≥

∨
c∈C c = 1.

(h3) and (h4) are obvious.
Note also that h((0,—)∗i ) ≤ xi for every i ∈ I. Indeed, for each i ∈ I,

h((0,—)∗i ) = h
( ∨
j 6=i
s∈Q

(s,—)j ∨ (—, 0)
)

=
∨
j 6=i
s∈Q

h((s,—)j) ∨ h(—, 0) =

=
( ∨
j 6=i

∧
k 6=j

xk
)
∨
( ∧
j∈I

xj
)
≤ xi.

Then, by hypothesis, there exists a frame homomorphism h̃ : L(J(κ))→ L such

that ϕc(a) ◦ h̃ = h. In particular,

h̃((0,—)∗i ) ≤
(
ϕc(a) ◦ h̃

)
((0,—)∗i ) = h((0,—)∗i ) ≤ xi

for each i ∈ I. The conclusion that L is κ-collectionwise normal follows now
from Theorem 7.1.
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Note that, by letting κ = 2, this theorem yields Tietze’s extension theorem
for normal frames ([2]) as a particular case since L(J(2)) ∼= L([0, 1]).

Corollary 7.4. The following are equivalent for a frame L:

(i) L is collectionwise normal.

(ii) For every cardinal κ and every closed sublocale c(a) of L, each frame
homomorphism h : L(J(κ))→ c(a) has an extension to L.

8. An alternate description of metric hedgehogs

We end the paper with a brief description of an alternate description of
metric hedgehog frames that provides further evidence for our presentation of
the metric hedgehog frame by generators and relations.

Given a frame L and a set I with cardinality κ consider the frame product
Lκ =

∏
i∈I L, that is, the cartesian product ordered pointwisely, regarded as

the collection of all maps ϕ : I → L ordered by ϕ ≤ ψ if and only if ϕ(i) ≤ ψ(i)
for every i ∈ I, with projections

pj = (ϕ 7→ ϕ(j)) : Lκ → L (j ∈ I).

For each a ∈ L and i ∈ I, let ϕκa , ϕ
i
a ∈ Lκ be given by

ϕκa(j) = a and ϕia(j) =

{
a, if j = i,

0, if j 6= i,

for any j ∈ I. Suppose L has a point, that is, a completely prime filter F
(specifically, a proper filter satisfying

∨
A ∈ F ⇒ a ∈ F for some a ∈ A). Given

such L, κ and F let LFκ be the subframe of Lκ generated by

BFκ = {ϕκa | a ∈ F} ∪ {ϕib | b ∈ L \ F and i ∈ I}.

Note that BFκ forms a base of LFκ , since it is obviously closed under finite meets.

Lemma 8.1. If L is regular, then so is LFκ .

Proof. First, let a ∈ F . By regularity, a =
∨
{c ∈ L | c ≺ a}. As F is completely

prime, there exists some b0 ∈ F such that c0 ≺ a. If c ≺ a then c ∨ c0 ≺ a and
c ∨ c0 ∈ F . Hence

a =
∨
{c ∨ c0 | b ∈ L, b ≺ a} =

∨
{c ∈ L | c0 ≤ c ≺ a}.

Further, if c ∈ F then c∗ 6∈ F , (otherwise 0 = c ∧ c∗ ∈ F , a contradiction).
Therefore, for each c ∈ L such that c0 ≤ c ≺ a, one has that ϕκc , ϕ

κ
a ∈ BFκ and

ϕic∗ ∈ BFκ for every i ∈ I and hence
∨
i∈I ϕ

i
c∗ ∈ LFκ . Moreover,

ϕκc ∧
∨
i∈I

ϕic∗ = 0 and ϕκa ∨
∨
i∈I

ϕic∗ = 1,
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thus ϕκc ≺ ϕκa in LFκ . Consequently,

ϕκa =
∨
{ϕκc | c0 ≤ c ≺ a} ≤

∨
{ψ ∈ LFκ | ψ ≺ ϕκa} ≤ ϕκa .

Secondly, let b 6∈ F , i ∈ I and c ≺ b. Note that c /∈ F , since F is a filter, and
c∗ ∈ F , since c∗ ∨ b = 1 and F is prime. Therefore, ϕic ∈ BFκ , ϕjb ∈ BFκ for every

j 6= i and ϕκc∗ ∈ BFκ . Hence ψ = ϕκc∗ ∨
∨
j 6=i ϕ

j
b ∈ LFκ . Obviously, ϕic ∧ ψ = 0

and ϕib ∨ ψ = 1, hence ϕic ≺ ϕib in LFκ . Consequently,

ϕib =
∨
{ϕic | c ≺ b} ≤

∨
{ψ ∈ LFκ | ψ ≺ ϕib} ≤ ϕib.

As BFκ is a base of LFκ and we have shown that every element in BFκ is a
join of elements rather below it, we may conclude that LFκ is regular.

Theorem 8.2. The metric hedgehog frame L(J(κ)) is isomorphic to L(R)
κ

F for
the completely prime filter

F = {a ∈ L(R) | there is some r ∈ Q such that (—, r) ≤ a}.

Proof. Let Φ: L(J(κ))→ L(R)
κ

F be defined on generators by

(—, r) 7→ ϕκ(—,r) and (r,—)i 7→ ϕi(r,—)

for all r ∈ Q and i ∈ I. It is straightforward to check that these assignments
turn the defining relations (r0)–(r4) into identities in L(R)

κ

F . Ontoness follows
from the fact that the elements (—, r) and (s,—) with r, s ∈ Q form a subbase
of L(R) (that is, L(R) is the smallest subframe of L(R) containing all those
elements).

In order to show that Φ is one-one it suffices to show that it is codense, since
both L(J(κ)) are L(R)

κ

F are regular. For that purpose, note that any element
a ∈ L(J(κ)) is of the form

a =
∨
A1 ∨

∨
A2 ∨

∨
A3

where
A1 ⊆ {(—, r) | r ∈ Q}, A2 ⊆ {(r,—)i | r ∈ Q and i ∈ I}

and
A3 ⊆ {(r, s)i | r < s in Q and i ∈ I}.

Then, Φ(a) = 1 if and only if, for every i ∈ I,

Φ(a)(i) =
∨

(—,r)∈A1

(—, r) ∨
∨

(r,—)i∈A2

(r,—) ∨
∨

(r,s)i∈A3

(r, s) = 1.

Consequently, for each i ∈ I there exist (—, ri) ∈ A1, (si,—)i ∈ A2 and

{(rin, sin)i}m
i

n=0 ⊆ A3 such that

ri0 < si, ri < simi and rin < sin−1 < sin for n = 1, . . . ,mi.
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By repeated application of assertions (6) and (5) in Lemma 3.4 one gets

a ≥ (—, si) ∨ (ri,—)i ∨
mi∨
n=0

(rin, s
i
n)i = (—, si) ∨ (ri0,—)i = (—, si) ∨

∨
p∈Q

(p,—)i.

As this holds for every i ∈ I, then by (h4) it follows that

a ≥
∨
i∈I

(
(—, si) ∨

∨
p∈Q

(p,—)i
)

= 1.

We may conclude that Φ is codense, hence injective.

Corollary 8.3. L(J(κ)) is isomorphic to OJ(κ).

Proof. This follows from the fact that OJ(κ) is isomorphic to O[0, 1]κN0
, where

N0 is the filter of all open neighborhoods of 0, and the fact that there is an
isomorphism from O[0, 1] to L(R) that maps N0 onto F .

Acknowledgements. The authors acknowledge financial support from the
grant MTM2015-63608-P (MINECO/FEDER, UE), from the Basque Govern-
ment (grant IT974-16 and Postdoctoral Fellowship POS 2016 2 0032) and from
the Centre for Mathematics of the University of Coimbra (funded by the Por-
tuguese Government through FCT/MEC and by European RDF through Part-
nership Agreement PT2020).

[1] I. Arrieta Torres, A Tale of Three Hedgehogs, Bachelor Thesis, University
of the Basque Country, Bilbao, ArXiv:1711.08656 [math.GN], 2017.

[2] R. N. Ball and J. Walters-Wayland, C-and C∗-quotients in pointfree topol-
ogy, Diss. Math. 412 (2002) 1–62.

[3] B. Banaschewski, Completion in Pointfree Topology, Lecture Notes in
Mathematics and Applied Mathematics No. 2/96, University of Cape Town,
1996.

[4] B. Banaschewski, The real numbers in Pointfree Topology, Textos de Ma-
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[12] J. Gutiérrez Garćıa, T. Kubiak and J. Picado, Localic real-valued functions:
a general setting, J. Pure Appl. Algebra 213 (2009) 1064–1074.
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