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ABSTRACT 
Features are arguably the key factor to any machine learn-
ing problem. Over the decades, myriads of audio features 
and recently feature-learning approaches have been tested 
in Music Emotion Recognition (MER) with scarce im-
provements. Here, we shed some light on the suitability of 
the audio features provided by the Spotify API, the leading 
music streaming service, when applied to MER. To this 
end, 12 Spotify API features were obtained for 704 of our 
900-song dataset, annotated in terms of Russell’s quad-
rants. These are compared to emotionally-relevant features 
obtained previously, using feature ranking and emotion 
classification experiments. We verified that energy, va-
lence and acousticness features from Spotify are highly 
relevant to MER. However, the 12-feature set is unable to 
meet the performance of the features available in the state-
of-the-art (58.5% vs. 74.7% F1-measure). Combining 
Spotify and state-of-the-art sets leads to small improve-
ments with fewer features (top5: +2.3%, top10: +1.1%), 
while not improving the highest results (100 features). 
From this we conclude that Spotify provides some higher-
level emotionally-relevant features. Such extractors are 
desirable, since they are closer to human concepts and al-
low for interpretable rules to be extracted (harder with hun-
dreds of abstract features). Still, additional emotionally-
relevant features are needed to improve MER.  

1. INTRODUCTION 
During the beginning of the 21st century notorious changes 
have occurred on the way people access and consume mu-
sic, movies and other media. Before technical advances 
such as ubiquitous internet access, digital compact audio 
formats or the massification of mobile devices, music con-
sumption would swirl around physical media such as 
tapes, optical discs or vinyl. These were normally sold at 
local stores, which provided limited and normally region-

                                                           
1 With an expected drop in revenues due to COVID-19 [1] 
2 https://newsroom.spotify.com/company-info/ 

specific catalogs. In the course of the last decade this par-
adigm has changed, with music access, available through 
streaming services, taking over music ownership. 

The first internet-based music services, centered on ille-
gal distribution, contributed to the decline of music reve-
nues, which achieved its lowest point in 2014. Since then, 
music revenues have risen for 6 consecutive years1 led by 
streaming services such as Spotify, Deezer, or Pandora [1]. 

Nowadays these services provide easy access to millions 
of songs with unprecedented convenience (e.g., Spotify of-
fers over 70 million tracks as of December 31, 20202). 
However, such massive amount of data requires better 
search and discovery mechanisms than simply searching 
by artist, title or genre. Spotify mitigates these issues by 
using several data-driven personalization methods, and 
manually curated playlists. These are mostly based on us-
ers’ listen history, while less focus has been given to the 
audio content due to the complexity of the task.  

Meanwhile, we know that music is a language to express 
emotions, with some considering it to be its primary func-
tion [2]. Thus, music emotion recognition (MER) re-
searchers have been proposing computational models to 
uncover and exploit these relations automatically. It is 
known that Spotify and other industry players are inter-
ested in various music information retrieval (MIR) topics, 
e.g., Spotify is said to be planning to use the user tone to 
detect his/her mood and personalize music suggestions3. 

So, how does the MER current state-of-the-art research 
compare with the solutions of the aforementioned ser-
vices? In this paper we explore this question and shed 
some light on possible paths for future research. To this 
end, we assess how the audio features provided by the 
Spotify API4 compare with the features used in MER. 
First, 12 Spotify audio features were gathered for a subset 
of 704 songs from our 900-song dataset [3]. Several audio 
feature ranking and emotion classification experiments are 
then run using these, as well as the top 100 features iden-
tified experimentally by our team as emotionally-relevant 
in [3], to understand how these compare and complement.  

Among others, we verified that the 12 Spotify features 
are worse at discriminating Russell’s quadrants, although 
four of them proved relevant. While not being a magic 

3 https://www.bbc.com/news/entertainment-arts-55839655 
4 https://developer.spotify.com/documentation/web-api/ 
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wand, the inclusion of extra audio features by Spotify 
might help improving their recommendation data, some-
thing that may even be already in place internally, while 
not available thought their public API.  

This paper is organized as follows. Section 1 introduces 
the problem, motivation and objectives. Section 2 briefly 
describes the related work relevant to the topic. Next, the 
experimental setup, including dataset, audio features and 
classification strategies are presented in Section 3, while 
Section 4 discusses the observed results. Finally, Section 5 
draws the conclusions and suggests future work. 

2. RELATED WORK 
Music Emotion Recognition is a subfield of MIR which 
aims to automatically extract emotional information pre-
sent in music. The field bridges knowledge from areas as 
diverse as music theory, machine learning, digital signal 
processing and psychology. In very broad terms, a typical 
MER solution uses a source of musical data (e.g., audio 
signals, lyrics, scores) to understand the governing rela-
tions between its properties (i.e., features) and emotional 
cues (e.g., annotations, in supervised learning), deriving 
rules to classify the emotion in newer examples (i.e., un-
known musical data) [4]. 

The relations between music and emotions have been a 
matter of study for long by psychologists, with many rela-
tions documented [5]. As an example, consonant harmo-
nies and major modes are usually associated with positive 
emotions, while the opposite with negative ones. However, 
the mechanisms governing these are not fully understood 
yet, and some studies present contradictory results [5]. 

In the field of computer science, several digital signal 
processing algorithms have been developed to capture 
sound and music characteristics from audio signals. These 
have been originally proposed to solve specific problems 
(e.g., speech recognition) but soon were employed in other 
MIR subfields, with MER being no exception [6]. 

In this journey of recognizing emotions with computers, 
different emotion paradigms (e.g., categorical or dimen-
sional) and related taxonomies (e.g., Hevner [7], Russell 
[8]) have been used. These, intertwined with one of the da-
tasets proposed in the field (e.g., [9]–[11]) served as foun-
dations to many works. From emotion classification using 
raw audio signals [3], [12], [13], symbolic notations [14], 
or lyrics [9], to multi-label classification (i.e., several emo-
tions per clip) [15], [16], dimensional MER [10], music 
emotion variation detection [11], [17] or multi-modal ap-
proaches [13], [14]. 

The majority of these works follow a typical machine 
learning approach, with handcrafted features, testing dif-
ferent datasets and machine learning strategies. However, 
results have stagnated over time, with authors suggesting 
better solutions “should perhaps be more musical 
knowledge-intensive” [18] to narrow the so-called seman-
tic gap [19], a view also supported by us [3]. 

An alternative (or even complementary) path to the ap-
proach with handcrafted features is deep learning (DL). 

                                                           
5 https://newsroom.spotify.com/company-info/ 
6 https://haulixdaily.com/2019/05/spotify-40000-tracks-per-day 

DL has been gaining momentum due to the ever increasing 
computational power and big data. There, AI-powered fea-
ture engineering is used, by feeding the neural network di-
rectly with the dataset (e.g., in the form of spectrograms). 
Several MER studies have tested techniques such as con-
volutional and recurrent neural networks [17]. However, 
such solutions fell short of expectations (so far), in part due 
to the lack of massive high quality datasets, which are 
complex to obtain [3] – one of the open problems in MER.  

2.1 Spotify 

Spotify is the major music streaming service, with 345 mil-
lion monthly active users and 155 million subscribers in 
93 markets as of December 31, 20205. The service is re-
sponsible for reshaping the way music listeners experience 
music nowadays, exchanging ownership for easier access 
to large catalogs and personalized recommendations. 
Nowadays the service revolves around playlists, with 4 bil-
lion of them interconnecting 70+ million songs.  

With such massive amounts of data, the company was 
able to expand from a simple music streaming player to a 
data-driven personalization service that drives discovery 
and engagement, increasing in value with each new user. 
The effect it now has on new songs, artists and their earn-
ings is immense, e.g., “being added to Today’s Top Hits, a 
list with 18.5 million followers (…), raises streams by al-
most 20 million and is worth between $116,000 and 
$163,000” in additional revenue from Spotify alone [20]. 
Still, the question remains: how exactly does Spotify rec-
ommend personalized content to each user? 

Although not fully documented to the public, several de-
tails are known. Traditionally, recommendations relied on 
collaborative filtering [21], a technique used to understand 
a specific user’s music taste based on historical listening 
data from all users, for instance using implicit matrix fac-
torization [22]. Such techniques are content-agnostic (i.e., 
do not use the audio signals), relying only on users’ con-
sumption patterns. This fact is also its Achilles heel: they 
are unable to recommend new and unpopular songs given 
the lack of listening data – known as the cold-start prob-
lem, relevant when ~40,000 tracks are added daily6. 

To overcome this, Spotify includes additional sources of 
information, driven by the acquisition of The Echo Nest in 
2014 – a music intelligence service providing automatic 
data extraction from songs by web crawling (e.g., 
metadata, lyrics, reviews), and digital signal processing 
techniques on the audio signal itself. Among others, it is 
able to estimate the danceability of a song or its valence. 

Moreover, Spotify is known to use deep learning tech-
niques to crunch metadata and audio signals for better rec-
ommendations. This began with Dieleman’s work with 
deep convolutional neural networks [23] and has been 
evolving since then. Nowadays Spotify provides datasets 
and contributes with research in diverse areas from recom-
mendation to user modeling or music creation7. Despite 
their advances, one major hurdle persists regarding MER 

7 https://research.atspotify.com/ 
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– the absence of quality emotion annotations that can help 
to better understand and predict what makes a happy or sad 
song. 

3. EXPERIMENTS 
The system provided by Spotify has been evolving over 
the years, fusing different sources of data (i.e., historical 
usage data, music metadata, web crawling, high-level fea-
tures from The Echo Nest and DL). Even so, it is unclear 
if the emotional content present in the audio signal is being 
captured. To shed some light on this, we tested the high-
level features provided by the Spotify API in a typical 
MER problem and compared them with the state-of-the-
art. 

In brief, we built on our previous work [3], where a 900-
clip dataset was used to predict Russell’s quadrants [8], 
identifying and proposing novel emotionally-relevant fea-
tures. Here, we adopt a similar strategy, adding the 12 au-
dio features provided by the Spotify API8. Each step in this 
direction is described in the following subsections. 

3.1 Dataset 

The original dataset contains 900 audio clips (up to 30 sec) 
annotated with Russell’s quadrants (i.e., Q1 to Q4, repre-
senting respectively happiness, tension/aggression, sad-
ness, and calmness). Both samples and metadata were 
sourced from AllMusic9 and balanced (quadrants and gen-
res). The AllMusic mood tags were matched against War-
riner’s norms of valence and arousal for English words and 
transformed into quadrant annotations, following a manual 
validation by volunteers. Further details in [3]. 

Crawling the Spotify service returned 704 of the 900 
songs, for which audio features were obtained and used. 

3.2 Audio Features 

In general terms, a feature describes a characteristic part of 
something, it may be the composer, genre, its tempo, du-
ration, or even more abstract statistics of the signal itself 
[24]. In this study we use computational audio features 
proposed in the literature or provided directly by Spotify. 

3.2.1 Literature Features 

From the audio clips, a total of 2719 features were initially 
extracted using MIR Toolbox, Marsyas and PsySound3 
audio frameworks, as well as a set of novel features pro-
posed in our previous work [3]. This high number is caused 
by the duplication of features across frameworks, as well 
as the summarization of time series into several statistics. 
These were then reduced by excluding features whose val-
ues had zero variance, as well as pairs of features with cor-
relation higher than 0.9, as detailed in [3]. 

Next, the ReliefF algorithm [25] was used to identify 
and rank features according to their emotional relevance. 

                                                           
8 https://developer.spotify.com/documentation/web-api/ 
9 https://www.allmusic.com/ 

Then, emotion classification experiments with the top 100 
of these features achieved an F1-measure of 76.4% [3]. 

In this work we use these 100 features for the subset of 
704 songs10. 

3.2.2 Features provided by the Spotify API 

Spotify provides 12 audio features through its API11: 
• Acousticness – whether the track is acoustic 
• Danceability – how suitable a track is for dancing 

based on a combination of musical elements in-
cluding tempo, rhythm stability, beat strength, 
and overall regularity 

• Energy – a perceptual measure of intensity and 
activity based on dynamic range, perceived loud-
ness, timbre, onset rate, and general entropy 

• Instrumentalness – whether a track contains no 
vocals (> 0.5 indicate instrumental tracks, with 
confidence increasing as it approaches 1.0) 

• Key – the key the track is in according to standard 
Pitch Class notation 

• Liveness – indicates presence of an audience in 
the recording (> 0.8 provides strong likelihood 
that the track is live) 

• Loudness – the overall loudness in decibels (dB) 
• Mode – the modality (major or minor) of a track 
• Speechiness – presence of spoken words 
• Tempo – overall estimated tempo in beats per mi-

nute (BPM) 
• Time signature – estimated overall time signature 

(meter) of a track 
• Valence – describes the musical positiveness con-

veyed (higher valence sounds more positive, e.g. 
happy, cheerful) 

 
These 12 high-level audio features were obtained for 

our 704 tracks and used in the experiments described next. 

3.3 Feature Selection and Emotion Classification 

Having the audio features, our next step was to understand 
which of these were more suited to our quadrants classifi-
cation problem by using the ReliefF [25] algorithm. Sev-
eral reasons weighted in favor of this particular algorithm, 
namely, not being as CPU intensive as forward feature se-
lection (which performs exhaustive classification tests) 
and the fact that it provides a rank / weight for each feature. 
At each iteration of the algorithm, a random song is se-
lected and the K closest songs of the same class (i.e., quad-
rant) and of different classes are picked (using the Euclid-
ean distance between feature vectors). The weight of each 
feature is then adjusted based on this distance between 
same vs. different class instances. Three different rankings 
were computed: 

1. Ranking of our 100 features 
2. Ranking of the 12 Spotify API audio features 
3. Ranking of all 112 features combined 

10 https://github.com/renatopanda/TAFFC2018 
11 https://developer.spotify.com/get-audio-features/ 
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The main goal with the first one was to re-rank and un-

derstand the changes in our top 100 features, since the orig-
inal order was computed with the complete dataset (900 
songs), against 704 now. The second ranking helps under-
standing which Spotify API features are more emotion-
ally-relevant and better discriminate our dataset. Finally, 
ranking the 112 features together gives us a better under-
standing on how they compare and work together. 

Using these rankings, several classification tests were 
run. Here, Support Vector Machines (SVM) was selected 
given its better results in the MER field [4] and our prior 
experience [3]. To this end, John Platt's implementation of 
sequential minimal optimization (SMO) for training 
SVMs, provided by the Weka12 framework, was used with 
10 repetitions of 10-fold cross-validation. 

4. DISCUSSION 
This section discusses the outcomes of the experiments de-
scribed previously, regarding the dataset reduction, feature 
ranking and emotion classification13. 

4.1 Dataset Analysis 

Our original dataset contains 900 audio clips, balanced 
across quadrants (225 clips each) and genres. However, 
196 of these were not found in Spotify. The missing songs 
are spread across all quadrants, as shown in Figure 1, with 
Q2 (tense/anxious) affected the most (58 clips eliminated, 
now 167) and Q4 (calm/relaxed) on the other end of the 
spectrum (lost 37, now with 188). 

 

Figure 1. Distribution of the 704 clips across quadrants 
(Q0 are songs with neutral energy and/or valence). 

Spotify estimates both energy and valence (EV) of each 
song. These are the two dimensions that define Russell’s 
circumplex model of emotion [8]. In reality, energy is not 
exactly arousal, but serves as its surrogate. By transform-
ing them into quadrants we can understand song distribu-
tion across quadrants (Figure 1). As illustrated, Spotify 
seems skewed towards Q1, with 250 of 704 songs consid-
ered happy. On the other hand, only 128 end up in Q2 
(tense, anxious). 

                                                           
12 https://www.cs.waikato.ac.nz/ml/weka/ 

 

Figure 2. Songs according to Spotify’s EV values (col-
ored according to the original dataset annotations). 

To better grasp these differences, Figure 2 presents the 
704 songs placed in the Russell’s plane, colored according 
to the original annotations. A perfect scenario would be 
each color (original quadrant) contained inside a single 
plane quadrant (Spotify quadrant), which is far from ob-
served. Despite the lack of accuracy, this visualization un-
covers interesting tendencies. Namely, the energy metric 
is more accurate, since most songs originally tagged with 
Q1 and Q2 (red and green) are placed in the top half of the 
plot, while the remaining are in the opposite end. The same 
cannot be said about valence, since, for instance, many Q2 
songs (anxious/tense, in green) have positive valence, and 
Q4 songs (calm/relaxed, in purple) negative valence. 

 

Figure 3. Original quadrants (annotations) vs. Spotify en-
ergy-valence based quadrants confusion matrix (each tile 
showing counts, overall percentage, row percentage and 
column percentage). 

13 Data available at: https://github.com/renatopanda/SMC2021 
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These differences were somewhat expected given that: i. 
Spotify values (i.e., energy and valence) are computed 
from the audio signal, while the original dataset was vali-
dated by humans, and ii. predicting valence from audio is 
an harder problem, still to be fully addressed in MER [3]. 
In other words, it demonstrates that existing audio feature 
extractors still need to be further studied and improved. 

To conclude, Figure 3 provides a more analytical view 
of this. Here we can see that Q1 is where we find more 
agreement (125 clips), while Q2 songs (originally 167) are 
mostly spread by Spotify between Q1 (75) and Q2 (81). A 
similar situation happens with Q3 and Q4, with the major-
ity of these placed in Q3 by Spotify (93 + 80). 

4.2 Standard Features’ Ranking and Classification 

The next step was to understand how the elimination of 
songs from the dataset (196 songs dropped) influenced 
both features’ relevance and emotion classification. 

 

Figure 4. Classification results for 900 vs. 704 instances 
using the obtained feature ranking. 

To this end we used the Weka ReliefF implementation to 
re-rank the top 100 features obtained previously using the 
704 songs subset. Given the nature of ReliefF, several dif-
ferences in the feature order were expected, and several 
reasons contribute to this. First, one-fifth of the songs were 
removed and ReliefF estimates the weight of each feature 
based on the Euclidean distance between features of ran-
domly picked instances’ assigned to distinct classes. Re-
moving instances from the experiment will lead to differ-
ent distances and thus different weights. Moreover, a dif-
ferent number of instances or even the seed (random) will 
lead to slight weight variations and ranking fluctuations 
(e.g., the top 10 features of each ranking might be differ-

                                                           
14https://blog.echonest.com/post/53511313353/new-audio-attribute-
acousticness 

ent). Thus, the new ranking is useful to assess how the clas-
sification changes by using the best N features (e.g., top 10 
to top 100), more than to assess which feature comes first. 

Using this ranking, quadrants classification for both da-
tasets (900 and 704) was tested using SVMs and is shown 
in Figure 4 (C = 8, γ = 0.08 for 704, C = 7, γ = 0.1 for 900). 

As illustrated, the results are very close between the two 
sets, with the highest F1-measures separated by less than 
1% (75.6% to 74.7%). The slightly lower result of 704 sub-
set (with 21.8% fewer songs) might be indicative of the 
impact that the size of the dataset has in machine learning 
problems – the more quality data available, the better, 
more generalizable and robust are the identified patterns. 

4.3 Spotify API Features’ Ranking and Classification 

Although only 12 features are provided, these are of much 
higher level than most features found in audio frameworks. 
As an example, Spotify’s danceability is derived by com-
bining information about tempo, rhythm, beat strength and 
regularity. Results of the ReliefF algorithm in our dataset 
(704) and the 12 features, in Figure 5, sheds some light on 
their contribution to discriminate across quadrants. 

 

Figure 5. Influence of Spotify API features to separate 
songs among Russell’s quadrants, according to ReliefF. 

As expected, energy and valence audio features have the 
highest weight to the problem. These features are highly 
correlated with the quadrants, since they define the Rus-
sell’s plane. If the algorithms that extract them from audio 
signals were perfect, they would probably be enough. Still, 
using only these in classification experiments achieves an 
F1-measure of 47.8%. In addition, the acousticness feature 
was also highly rated and thus required further inspection, 
as illustrated in Figure 6. Originally developed by The 
Echo Nest14, it distinguishes between natural acoustic 
sounds (e.g., acoustic guitar, piano, unprocessed human 
voice – high acousticness) and mostly electric sounds (e.g., 
electric guitars, synthesizers, auto-tuned vocals – low). 

Further analysis of the acousticness feature in our dataset 
uncovered two interesting facts. First, low acousticness, 
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indicating mostly electric sounds, is more prevalent in Q1 
(i.e., happy) and especially Q2 (i.e., tense/angry) songs 
(Figure 6-A). Secondly and as a result of the first, a high 
(negative) correlation was found between energy and 
acousticness (Figure 6-B). 

Still regarding feature weights, on the other end of the 
spectrum we have features such as danceability, time sig-
nature, tempo and mode. While a lower weight for time 
signature (and also key) is not a surprise, one would expect 
features like mode [6] and danceability to have a different 
result. After all, major modes are usually associated with 
happiness and, intuitively, one would expect danceability 
to be too. In this case, it may happen that the algorithms 
used are not robust enough yet or caused by specificities 
of this dataset. In addition, it may be that these features 
work better in the presence of others currently missing. 

 

Figure 6. Distribution of acousticness values per quadrant 
(A), and correlation between energy and acousticness (B). 

 

Figure 7. Classification results using the 12 Spotify API 
features (our top10 features added for comparison). 

The classification results obtained using the 12 Spotify 
API features is presented in Figure 7, with the results from 
our best 10 features added for comparison. One notable 
fact is that with only one feature – energy, the classifier is 
able to correctly identify more than half of the songs, 
achieving an F1-measure of 44.2% (and accuracy of 
50.9%), while our best feature is way behind (32.2%). 

However, given the abovementioned findings (i.e., less 
relevant features and high correlations), the classification 
results using Spotify API features scarcely increase from 
the fourth to the twelfth feature. 

4.4 Combining both sets of Features 

After testing each set of features individually – Spotify 
API and ours, the logical step was to verify if the combi-
nation of both would improve the classification results. To 
this end, we combined both into a 112 features set and ap-
plied the ReliefF feature selection algorithm to assess the 
weight of each feature to the problem. Remarkably, four 
out of the 12 Spotify API features were among the top 5, 
while another four were placed in the bottom 5, as illus-
trated in Figure 8. The remaining were ranked in positions 
52nd, 74th, 92nd, and 99th. 

 

Figure 8. Best and worst rated features according to Re-
liefF (Spotify API features in bold). 

In addition, the top 10 features included three features 
related to expressive techniques, two related to musical 
texture (proposed by us in [3]) and one to melody (from 
PsySound3). As expected, the three most important 
Spotify API features were again energy, valence and 
acousticness. Though, this time their order was reversed 
and each had slightly different weights. Moreover, mode 
was ranked fifth amongst the 112 features, obtaining a 
much higher weight than previously obtained when only 
12 features were ranked (in Section 4.3). 

To understand these differences we need to remember 
that ReliefF is a filter model – uses statistics extracted from 
the training data (i.e., Euclidean distance) and correlates 
them with the associated labels (i.e., quadrants). In brief, 
in each iteration a random instance (song) is selected and 
the two songs closer to it (one for each class) are also se-
lected. This is based on the Euclidean distance between 
feature vectors, as if they were placed in an N-dimensional 
space. Then, the weight of each feature is readjusted using 
the differences between the feature values of the random 
song and the other two (of same and different class). This 
has several implications, two of those are: 1) a different 
number of features (dimensions) will influence the dis-
tance between instances and 2) the random selection of 
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songs to compute the weights (non-exhaustive) will lead to 
slight variations in feature weights over each run of the al-
gorithm (with different random seeds). Both points shed 
some light on the slight order and weight differences, and 
might explain the increase in the importance of mode. 
Since mode is binary (major or minor), its relevance was 
lower when combined with other 11 features – especially 
considering that only 3 were of high relevance. Once the 
dimensionality increases and the number of relevant fea-
tures increases, its own (i.e., mode) discrimination power 
is increased (interaction between features). 

The next step was to use the combined ranking and re-
peat the classification experiments with SVMs (C = 0.07, 
γ = 4). As summarized in Table 1, no substantial differ-
ences were observed between results of our set of 100 fea-
tures and the combined set of 112 features. Here, the more 
noteworthy were: 1) the higher F1-measure from Spotify 
API when only one feature is used; 2) the fact that with 
few features (less than 10), the combined set performs 
slightly better; and 3) the convergence in results as the 
amount of features increases (illustrated in Figure 9). 

No Features Spotify Ours Combined 
1 44.2% 32.2% 31.4% 
5 56.2% 57.3% 59.6% 
10 56.1% 64.2% 65.3% 
20 - 68.9% 68.9% 
50 - 71.9% 71.8% 
Best result 
(# features) 

58.5% 
(11) 

74.7% 
(100) 

74.2% 
(100) 

Table 1. Summary of the emotion classification results. 

Figure 9. Classification results for each feature set. 

The first is a consequence of the selected ranking algo-
rithm, since the same feature is available in both Spotify 
and Combined sets (energy) but was only selected as first 
in the former. Although much more resource-intensive, 
one approach to mitigate this is by combining ReliefF (fil-
ter model type of feature selection) with a wrapper model 
(e.g., forward feature selection). Still, this is dissipated 

when more features are added. When the number of fea-
tures in use increases (e.g., 5 to 10), we see the advantages 
of combining both sets. 

As the number of features in use increases, the perfor-
mance differences become negligible. One possible expla-
nation is that the combination of some of the (lower-level) 
features in our top 100 may be able to capture similar emo-
tional cues to the few higher-level proposed by Spotify 
API and thus their relevance drops in the combined set. As 
an example, the most relevant Spotify API feature (energy) 
combines dynamic range, perceived loudness, timbre, on-
set rate, and general entropy. Such characteristics were 
previously extracted separately to obtain our top 100 fea-
ture set [3]. 

5. CONCLUSIONS
This paper offered an analysis on the suitability of the 
Spotify API audio features to the music emotion recogni-
tion field. As part of this, its features were compared to 
audio features previously proposed in the scientific litera-
ture that are known to be emotionally-relevant. 

From the experiments, several conclusions were drawn. 
First, three of the 12 Spotify API features were identified 
as highly relevant to emotion classification – energy, va-
lence and acousticness. While the first 2 were expected, 
given their relation to the Russell’s plane, acousticness – 
which was found to be highly correlated with energy, was 
somewhat new. Moreover, tense/anxious songs were al-
most exclusively low on acousticness (i.e., non-natural, 
electric sounds), information that complements our previ-
ous survey on emotionally-relevant audio features [6]. 

Secondly, the 12 features provided by the Spotify API 
are subpar to the problem in analysis, achieving only 
58.5% F1-measure, when compared to the state-of-the-art 
(74.7%). While Spotify’s goal is music recommendation 
and user taste modeling, we believe that the addition of 
emotionally-relevant audio features may improve the sys-
tem, after all some argue that music’s primary function is 
to express emotions [2]. Such idea might even be already 
in use, but just not exposed in their public API. 

Finally, we believe that novel audio feature extractors, 
are needed to improve this as well as other MIR problems, 
since most MIR solutions are generic, “without relying on 
musically meaningful features” [18]. These novel features 
should be higher-level (i.e., closer to human knowledge), 
providing ways to uncover interpretable rules between 
emotions and an handful of audio cues, after all that is sci-
ence’s main goal – to explain and understand. 
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