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Abstract

It has been proved that threat stimuli evoke a defensive response and trigger physiological
reflexes. The study of brain activity under the appearance of an unexpected threat situation
detected by the visual system can give some insights into how the brain reacts to potential

dangers and threats, and how the defensive response is originated.

Past studies have used electroencephalography (EEG) and functional magnetic resonance
imaging (fMRI) to identify the brain areas activated in response to a threatening stimulus.
While fMRI provides good spatial resolution, EEG warrants better temporal resolution.
Regarding the threatening stimulus used in previous studies, most of them resorted mainly to
images, videos, and sounds, which induced emotional responses related to a threatening
situation. Although, these studies did not provide an immersive scene, reducing the feeling of

being under threat.

In this project, a virtual reality (VR) video is used to present an unexpected threat in a
calm scene with the aim of invoking a defensive reaction. The threat consisted of a neutral
object approaching quickly towards the observer and was designed with the aim of reducing
induced emotions related to the stimulus itself. While the video is observed, brain activity is
measured using EEG, providing good temporal resolution. The main goal of this project is to
study the brain areas involved in the threatening situation, and the functional connectivity

between those areas in order to depict the flow of information.

The results show that the inferior frontal gyrus, premotor cortex, supplementary motor
cortex, prefrontal cortex, superior temporal gyrus, middle temporal gyrus, associative visual
cortex, primary motor cortex and primary somatosensory cortex are involved in the
processing of threatening situations. Also, the relevance of delta, beta and gamma frequency
bands in threat processing was evidenced. Regarding the connectivity analysis, the relevant
functional connections are concentrated in the front half of the brain. There is a flux of

information from the left inferior frontal gyrus and left middle temporal gyrus to the motor



areas (primary motor cortex and premotor cortex), as well as a flux of information from the
premotor cortex to the primary motor cortex. The remaining relevant connections involve the

prefrontal cortex.

The results obtained in this study provide new insights about the brain functioning under
threat stimuli, and may subsequently contribute to the delineation of therapeutic approaches

in some psychiatric conditions.

Keywords: brain, threat, defensive reaction, vision, electroencephalogram, virtual reality



Resumo

Ja foi provado que um estimulo ameacador evoca uma resposta defensiva e desencadeia
reflexos fisiolégicos. O estudo da ativacdo cerebral resultante de uma ameaga visual
inesperada pode fornecer informacdo sobre como o cérebro reage a potenciais perigos e

ameacas, e como sio originadas as respostas defensivas.

Estudos anteriores usaram eletroencefalografia (EEG) e ressonancia magnética funcional
(fMRI) para identificar as areas cerebrais ativadas em resposta a um estimulo ameacador.
Embora o fMRI forneca boa resolugao espacial, o EEG garante melhor resolucdo temporal.
Quanto aos estimulos utilizados em estudos anteriores, a maioria recorre principalmente a
imagens, videos e sons que induzem respostas emocionais relacionadas a uma situacao
ameacadora. Porém, esses estudos ndo proporcionaram uma cena imersiva, reduzindo a

sensacdo de estar sob ameaca.

Neste projeto, é utilizado um video de realidade virtual (RV) para apresentar uma ameaca
inesperada numa cena calma, com o objetivo de invocar uma reagdo defensiva. A ameaca
consiste num objeto neutro aproximando-se rapidamente do observador e foi pensada com o
objetivo de reduzir emoc¢des induzidas pelo proprio estimulo. Enquanto o video é visualizado,
a atividade cerebral é medida com EEG, proporcionando boa resolugdo temporal. O principal
objetivo deste projeto é estudar as areas cerebrais envolvidas na situacdo de ameaca e a

conectividade funcional entre essas areas com o propoésito de obter o fluxo de informacao.

Os resultados mostram que o giro frontal inferior, o cortex pré-motor, o coértex motor
suplementar, o cortex pré-frontal, o giro temporal superior, o giro temporal médio, o cértex
visual associativo, o cdrtex motor primdario e o coértex somatossensorial primario estdo
envolvidos no processamento de situacdes de ameaca. E também evidenciada a relevancia das
bandas delta, beta e gama no processamento de situacdes de ameaca. Em relacio a analise de
conectividade, as conexdes cerebrais relevantes estdo concentradas na metade frontal do

cérebro. HA um fluxo de informag¢do do giro frontal inferior esquerdo e do giro temporal



médio esquerdo para as areas motoras (cértex motor primdrio e cértex pré-motor), assim
como do cortex pré-motor para o cortex motor primdario. As restantes conexdes relevantes

encontradas envolvem o cortex pré-frontal.

Os resultados obtidos neste estudo fornecem novos insights sobre o funcionamento do
cérebro durante uma situacdo de ameaga, podendo posteriormente contribuir para o

delineamento de abordagens terapéuticas para algumas condi¢bes psiquiatricas.

Palavras-chave: cérebro, ameaca, reacdo defensiva, visdo, eletroencefalograma, realidade

virtual
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1. Introduction

1.1. Context and Motivation

The study of brain activity under the appearance of an unexpected threat detected by the
visual system can give some insights into how the brain reacts to potential dangers and
threats, and how the defensive response is originated. This can consequently impact the

diagnosis and treatment of diverse neurological conditions, involving neurostimulation.

It has been proved that threat stimuli evoke a defensive response and trigger physiological
reflexes affecting ongoing behavior. In humans, some studies found diverse brain regions that
activate under threatening stimuli namely cortical areas such as the premotor cortex, the

pre-supplementary motor area and the inferior frontal gyrus [1]-[3].

There are studies conducted with humans, monkeys, and even other species. To identify
the activated brain areas, some of them use electroencephalogram (EEG) [4]-[6], while others
use functional magnetic resonance imaging (fMRI) [1]-[3], [7]. However, despite a good
spatial resolution, fMRI has a poor temporal resolution, which limits the study of fast

responses [8].

Regarding the threatening stimulus applied, most of the studies resort mainly to images,
videos played on a monitor, and sounds. Some applied stimuli involve frightening animals,
human reactions to a threat situation (such as face or body expressions) [1], [6], looming
visual stimuli [2], [4], [7], exposure to heights [5] or other situations [3]. However, in all these
cases, emotional responses are inherent to visual stimuli recognition and interpretation.
Moreover, observing a scene on a monitor reduces the person’s feeling of being in a

threatening situation.



1. Introduction

1.2. Objective

In this study, a virtual reality (VR) video is used to present an unexpected visual threat in a
calm scene to invoke a defensive reaction, while brain activity is being measured using EEG.

Using EEG ensures a good temporal resolution (in order of milliseconds).

The main goal of the project is to study the brain activation pattern during a threatening
situation, that is, to find the specific brain areas activated after the appearance of a
threatening stimulus. More specifically, it is intended to generate an escape response with the
stimulus produced by VR (more than an emotional response which happens with most of the
stimuli used in the studies carried out to date), identify the changes in EEG patterns in
different brain regions and analyze the functional connectivity between brain regions in

threat situations.

Therefore, this project is expected to improve the knowledge about reflex reactions under

threat situations and the cortical connections involved in the process.

1.3. Thesis Outline

This document describes all the steps of the work developed during the project, from the
background concepts and the state-of-the-art review to the results and conclusions of the
project itself. The document is organized into seven chapters, whose contents are

summarized below.

1. Introduction: Describes the problem, context and motivation behind this study and

its main objectives.

2. Background Concepts: Presents and explains key background concepts necessary

for the study development.

3. State-of-the-Art: Presents a review of the literature and a list of studies carried out
to date with a summary of the main methodological aspects, results and conclusions

reached in each of them.
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1. Introduction

. Materials and Methods: Describes all the methods employed throughout the
experimental work, including the VR video development and preparation, the brain
activity acquisition through EEG, signal processing, feature extraction and statistical

analysis.

. Results and Discussion: Reports the results obtained in the study as well as their

analysis and discussion.

. Acquired Competencies: Describes the skills acquired during the development of

the project.

. Conclusion: Presents the main conclusions of this study
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2.1. The Brain

The nervous system is subdivided into the central nervous system (CNS) composed of the
brain and spinal cord, and the peripheral nervous system (PNS) which comprises the somatic

nervous system (SNS) and the autonomic nervous system (ANS) [9].

The brain is the principal organ of the nervous system, responsible for controlling,
integrating, processing, and coordinating the information it receives. It also controls

movement, communication, language, senses, emotions, memory and thinking [9].

The human brain is divided into the cerebrum, cerebellum, and brainstem (Figure 1).

Frontal lobe

Left hemisphere
Parietal lobe

Occipital lobe

> Cerebrum

Temporal lobe
Spinal cord — Brain stem

Figure 1: The different regions of the brain (Extracted from [10]).

The cerebrum's main functions are related to the control of sensory and motor
information, and conscious and unconscious behaviors, feelings, and memory. The outer layer
is the cerebral cortex. It’s also divided into the right and left cerebral hemispheres, which in

turn are composed of the frontal, parietal, temporal and occipital lobes. The cerebellum
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contains the cerebellar cortex and deep cerebellar nuclei and is connected to the brainstem by
the cerebellar peduncles. Its main function is to control the coordination of voluntary
movement and balance. Finally, the brainstem lies between the base of the cerebrum and the
spinal cord and is divided into the medulla, pons, and midbrain. It connects the cerebrum and

cerebellum to the spinal cord [9].

2.2. The Central Visual System

The visual sensory information is extracted by the retina and analyzed by the central visual
system (Figure 2). Visual perception is carried out by the lateral geniculate nucleus of the
thalamus and by the primary visual cortex, also called the striate cortex. Visual perception
refers to the ability to receive, interpret and react to visual stimuli. The information is
processed in parallel by neurons specialized for the analysis of different stimulus attributes

and then goes to different extrastriate cortical areas in the temporal and parietal lobes [11].

The pathway that starts at the optic nerve and leaves the retina towards the brain stem is
called retinofugal projection. This projection englobes the optic nerve, the optic chiasm, and
the optic tract (Figure 2). The retinal ganglion cells project axons into the lateral geniculate
nucleus, the hypothalamus, and the midbrain. Neurons from the lateral geniculate nucleus
then project axons to the primary visual cortex. However, the lateral geniculate nucleus also

receives inputs from the brain stem related to attentiveness and alertness [11].

There are two main cortical streams of visual processing beginning in the striate cortex
that project in different ways: the ventral stream that projects ventrally towards the temporal
lobe and the dorsal stream that projects dorsally towards the parietal lobe. The ventral
stream oversees recognition of objects and visual perception. The dorsal stream is involved in

the visual control of action and the analysis of visual motion [11].
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Left visual field Right visual field
Nasal retina
-~ C Optical lens
Temporal retina Temporal retina

Optic nerve

Optic chiasma

Lateral geniculate
nucleus (LGN)

&—————— Primary visual cortex

Figure 2: Schematic representation of the human visual system (Extracted from [12]).

2.3. Threat and Unexpected Visual Stimuli

The visual system plays an important role in protecting the body from threats once it’s the
primary sense used by humans to evaluate and respond to threats. A threat is an impending
source of danger that has the potential to cause harm or damage. There are several types and
forms of threats that can range from a frightening animal to something that suddenly appears

in the field of vision.

An example of an unexpected visual threatening stimulus is a looming visual stimulus like
an unexpected approaching object that, when perceived as a threat, triggers a rapid defensive
or evasive behavior, according to its survival value. Being able to perceive motion such as

looming stimuli is needed to adapt the behavior to the situation [4], [5], [7], [13].

The concept of visual looming is consequently related to the concept of peripersonal space

(PPS) which concerns the space surrounding the body. Specific sets of neurons encode the
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location of stimuli approaching the body to generate consequent motor responses such as
actions towards approaching objects or defensive reactions as a response to the threat located
in the PPS. In the case of a looming stimulus, the consequent optical expansion on the retina
indicates the time to collision of that object. Studies have shown that perceived time to
collision depends on the content of the stimuli, with threatening stimuli having a lower
perceived time to collision than non-threatening stimuli, indicating that threatening stimuli
are detected faster. Also, past research shows that collision judgments result in the activation
of the left inferior parietal cortex, left ventral premotor cortex, and left sensorimotor cortex
implying the role of these brain areas in temporal prediction. This sensorimotor response
implies the existence of a motor preparation resulting from a looming stimulus even when

execution is not intended [4], [5], [7], [13]-[16].

Additionally, past research has shown that the direction of the threat, that is, if it's coming

towards or away from the person, can alter brain activity and psychological responses [3].

2.4. Fear and Brain

A threatening stimulus as well as the natural defensive reaction that can result from it, are
largely associated with emotions, especially with fear. Fear can be characterized as a
physiological state, and an emotion caused by the threat of danger; pain, or harm, that evokes
defensive responses involving autonomic and hormonal changes. This emotion can result
from visual stimuli that can be interpreted as a threat such as looming predators,

environmental disasters, dangerous situations, or social threats [17], [18].

Fear processing can be divided into two distinct conditions: explicit and implicit fear
processing. Regarding explicit fear processing, in the presence of conscious awareness, the
fearful content of the stimulus is intuitive and rapidly recognized. On the other hand, implicit

fear processing implies unawareness of the presence and content of the stimulus [17].

Diverse brain areas and structures are specifically correlated with the recognition,

expression and processing of emotions involving a wide range of the nervous system.
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Therefore, the human reaction to emotions is a consequence of a lot of factors such as sensory

stimuli, brain circuitry and neurotransmitters [1], [11], [19].

Regarding the brain areas involved in implicit and explicit fear processing, a common
neural network was identified (Figure 3). This core neural network involves subcortical
regions such as the amygdala and pulvinar areas, as well as fronto-occipital regions such as

inferior occipital gyrus, inferior frontal gyrus, and fusiform gyrus [17].

(a) Inferior frontal Parahippocampal

gYrus Amygdala

Pulvinar

Inferior
occipital

ALE value (x10%)

Figure 3: Core network of fear processing in healthy individuals (Extracted from [17]).

The amygdala is one of the most relevant structures involved in emotional reaction and is
crucial for fear processing, regardless of the applied stimulus and awareness level. It's a
complex of nuclei divided into the corticomedial nuclei, basolateral nuclei and central
nucleus, and is in the medial temporal lobe. All sensory systems are connected to the
amygdala which allows the integration of the information carried by them. For instance, the
basolateral nuclei receive tactile, visual, auditory, and gustatory afferents while the
corticomedial nuclei receive olfactory afferents. The amygdala is connected to regions of the

cortex like the medial, orbital and lateral prefrontal cortex. Studies have shown that most of
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the injuries involving the amygdala result in the inability to recognize fear in facial
expressions. It has also been found that the amygdala is very sensitive to threatening stimuli

and increases vigilance [1], [11], [19].

The other subcortical region involved in fear processing, the pulvinar, is linked to the
visual cortex and fronto-parietal attention network and has been found to be important in
visual attention. Moreover, the cortical connections with the ventrolateral pulvinar are crucial

to keep the cortex in an active state [17].

Regarding the fronto-occipital regions, the visual regions identified as being involved in
fear (fusiform gyrus and inferior occipital gyrus) are crucial occipital regions activated as a

result of negative emotional visual stimuli [17].

Considering particularly the explicit fear processing case, more activated regions have
been found at the parahippocampal gyrus and pulvinar, indicating the importance of visual
attention, visual orientation, and contextual association in this case. Regarding implicit fear
processing, the cerebellum-amygdala-cortical pathway is the one that stands out and plays a

major role [17].

2.5. Defensive Response

Defensive responses consist of the reactions to potential dangers or threats, and include
avoidance responses, flight, freezing and risk assessment. An avoidance behavior, for instance,
consists of efficient and fast actions directed to avoid or minimize the negative consequences
of the perceived unpleasant situation. The type of defensive response depends on the threat
faced and on the situation in which it is encountered, as well as its distance, proximity, and
imminence. It is a survival mechanism which helps to protect and prepare the body from

potential danger, and has evolved to adapt to a variety of aversive states [20], [21].

Defensive reactions were found to be linked to a brain circuit from the ventromedial

prefrontal cortex, the hippocampus and the amygdala to the periaqueductal gray [1], [22].
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2.6. Human Visual Reaction Time

The elapsed time for a human being able to perceive visual stimuli has been studied
recurring to the reaction time. Reaction time is defined as the time interval occurring from the
presentation of visual stimuli to the associated subject’s immediate motor response,
reflecting the conclusion of a perception process. This time encompasses the consecutive

activities of the various visual areas involved, which is, approximately, 150 ms to 200 ms [23].

On the other hand, in 2013, Potter et al. did an experiment to find out how long a stimulus
needs to be presented to be detected by the observer. In the experiment, participants were
asked to look for a particular image in a sequence of different images. The image exposure
time was gradually decreased, using values of 80 ms, 53 ms, 40 ms, 27 ms and 13 ms. The
results of this study showed that the human brain can process images with an exposure time
as low as 13 ms. In this way, the meaning of an image can be extracted even when it is in a
sequence presented at 13 ms per image, which corresponds to a frame rate of about 75 fps

(frames per second) [24], [25].

2.7. Visual Evoked Potential

The visual evoked potential (VEP) is involved in the visual processing and depends on the

stimulus content [4].

It's a non-invasive method for visual response analysis, using electrodes placed in the
occipital region of the scalp for recording brain activity while a visual stimulus is presented.
It's a complex response consisting of multiple components rather than a single signal. More
specifically, VEP expresses the neuronal electrical activity of the visual pathways responding
to stimuli and it does not depend on the individual’s state of consciousness and attention. VEP
provides information about the state of the visual system and the integrity of the various
structures of the visual pathway, such as slow neuronal transmission. Depending on the type
and specificities of the applied stimulus, VEPs can transmit different information [26], [27, p.

34], [28].
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2.8. Electroencephalography

Electroencephalography, or EEG, is, in a most traditional setup, a minimally invasive
method used to record brain rhythms and to analyze the generalized activity of the cerebral
cortex, that is, it records the brain's electrical activity providing functional brain information.
However, EEG collected at the scalp level can only measure the cumulative activity of large
populations of cortical neurons. On the other hand, subcortical structures, such as the
amygdala, don't generate large summated dipoles because its neurons’ electric fields are
usually oriented in different directions, meaning that neuron’s activity tends to cancel among
each other. This consequently precludes their activity to be registered by scalp level EEG [9],
[11], [29]. Scalp EEG consists of a set of electrodes fixed to specific positions on the head. In
turn, these electrodes are linked to amplifiers and recording devices. The voltages measured

by the EEG are generated by the currents that flow during synaptic excitation [11].

Although it has a poorer spatial resolution when compared to other methods like positron
emission tomography (PET) or magnetic resonance imaging (MRI), which have a typical
spatial resolution of a few millimeters, EEG is a technology with a much higher temporal
resolution allowing to measure and give detailed information about fast voltage fluctuations.
Thus, while PET and MRI have temporal resolutions of some seconds, EEG registered with
conventional equipment has resolutions in the order of milliseconds. This way, being a
non-invasive, easy to use and low cost technique compared to others, EEG allows the study of
certain neurological diseases and other biological conditions, being one of the most useful

and relevant resources nowadays for the evaluation of brain activity [11], [30], [31].

2.9. Brain Waves

Brain waves are defined as oscillating electrical voltages that occur in the brain and are
measured using an EEG. An EEG signal measured between electrodes on the scalp is
composed of a set of waves each with specific characteristics. Also, every person has unique

brain wave patterns [32].
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The five EEG rhythms are delta, theta, alpha, beta, and gamma and are associated to

different states of behavior, pathology, consciousness, and cognitive processes and to different

frequencies as presented in Table 1. Also, an example of their waveform is present in Figure 4

[11], [33], [34].

However, different brainwave frequencies are not unique to a specific state. Although

certain frequencies are more associated with certain brain states, they can also be present in

other situations less commonly associated with them.

Table 1: Characteristics of the five EEG rhythms [11], [35], [36].

Brain Wave Frequency Range Brain States and Characteristics
Delta 0.5 to 4 Hz Restorative /deep sleep, deeply relaxed
Theta 4to7 Hz Deeply relaxed, sleep
Very relaxed, restful, daydreaming, passive
Alpha 8 to 12 Hz yIe y &P
attention
Awaken state, active, thinking, anxiety, external
Beta 13 to 30 Hz . ’ ’ & R4
attention
Perception, memory, attention, concentration,
Gamma 30 to 80 Hz learning
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Figure 4: Wave representation of the five EEG rhythms (Extracted from [37]).
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2.10. EEG Electrode Placement

In EEG, electrode placement on the scalp is based on standard position systems. The most
used one is the 10-20 system shown in Figure 5. In this system, 21 electrodes are used and
the distance between them is equal. The electrodes are positioned at locations 10% and 20%

from four cranial landmarks: inion, nasion, left and right preauricular points.
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Figure 5: Schematic representation of the EEG 10-20 system (Extracted from [38]).

The 10-10 and 10-5 systems are also used. These result from the addition of electrodes in
intermediate positions between those of the initial 10-20 system, which increases the spatial

resolution [29], [39], [40].

There is a naming convention for electrode positions. The electrode location starts with
one or two characters followed by an odd or even number to indicate the placement on the
left or right hemisphere, respectively. The first character concerns the cortical area (F-frontal,
C-central, T-temporal, P-parietal and O-occipital). For electrodes within these areas, a second

character is incorporated [29].

The 10-20 system is adequate for transcranial brain mapping and for recording evoked
and event-related potentials. The 10-10 system is suitable for cases where more detailed EEG

data is needed [39], [40].
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2.11. EEG Artifacts

EEG signals are used to identify and analyze brain activity. However, signals from other
sources beside neuronal activity usually contaminate the signals of interest and add
uncontrolled variability to the data. These spurious signals are called artifacts, and reduce the

signal-to-noise ratio (SNR) [41]-[43].

EEG artifacts can be classified into two main types: physiological and non-physiological or
technical. Physiological artifacts are generated intrinsically by the human body and include
eye blink, eye movements, muscular activity, and cardiac artifacts. In contrast, technical
artifacts are signals from extrinsic sources such as the EEG equipment and other environment
interferences and include line noise, electromagnetic interference and loose electrode contact

[41]-[43].

2.11.1. Eye Blink and Movements

Blink artifacts are generated from the muscular movement involved in blinking the eyes.
Because this artifact originates at the eyes, it is more evident in the closer forehead channels
(specifically Fpl and Fp2) having, also, some minor influence in other frontal channels

[41]-[43].

This artifact has some characteristic properties that facilitate its identification. In the time
domain, the electrical potential of a typical eye blink sharply increases and then decreases,
within a period of about 250 ms to 300 ms, reaching about a 100 pV in amplitude. In the
frequency domain, it introduces frequency components belonging to the delta and theta EEG

frequency bands [41]-[43].

Figure 6: Example of artifacts introduced by eye blinks in EEG data (Extracted from [42]).
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Eye movements result from changes in the orientation of the retina and cornea dipole.
When the eye moves, the dipole orientation changes and a current away from the eyes and
towards the sides of the head is generated. This phenomenon results in a box-shaped
deflection with opposite polarity on each side of the head [41]-[43]. In the frequency domain,
it contains frequencies belonging mostly to the delta and theta EEG frequency bands.

However, it has frequency components of up to 20 Hz [41]-[43].

Figure 7: Example of artifacts introduced by eye movements in EEG data (Extracted from [41]).

2.11.2. Non-ocular Muscular Activity

This artifact category includes teeth clenching, talking, sniffing, swallowing, movement of

jaw or forehead, as well as shoulder and neck tension [41], [43].

In the time domain, the muscle group involved as well as the degree of contraction and
stretch affect the amplitude and waveform of the artifact. In the frequency domain, this
artifact is associated with high frequency bands that overlap with the entire EEG spectrum.

However, it usually stands out between the 20 Hz and 300 Hz frequency range [41], [43].

F7 .““'l."w_a_whfﬂfml‘“\_.\hﬂm*w..‘-\.,-\_v_ﬁ_.-'+hw1wl ""I' o ‘.mw

Figure 8: Example of artifact produced by muscle activity in EEG data (Extracted from [42]).
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2.11.3. Cardiac Artifact

Because of its proximity to the carotid artery, there are pulse artifacts that affect mostly
the mastoid area. The arteries located on the head can result in a slight movement of the
electrodes because of their pulsation. Also, it is common to find heart electrical activity

contaminating the EEG signals [41], [43].

2.11.4. Extrinsic Artifacts

In addition to physiological artifacts there are also extrinsic (non-physiological) artifacts
that come from an external source: equipment artifacts and environment artifacts. Equipment
artifacts include loose electrode contact and cable movement. Indeed, bad contact between

the electrodes and the scalp can result in an unstable signal with slow drifts [41], [43].

There are also environmental artifacts such as line noise or electromagnetic interference
from other electronic devices. These have commonly specific associated frequencies of 50 Hz

or 60 Hz [41], [43].

2.12. Signal Processing

The EEG data usually cannot be used in its raw form because of the possible existing
technical and biological artifacts that contaminate the signals and influence the results. Thus,
a preprocessing of the data with the goal to improve the SNR, is required. Several methods

can be used to clean and process the signals, as explained below [44].

2.12.1. Independent Component Analysis

The independent component analysis (ICA) is a method for blind source separation used,
among other applications, to denoise signals. The ICA model assumes that the measured

signal is a linear combination (mixture) of independent non-Gaussian sources, and its goal is
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to estimate the sources from the measured mixture. To do that, one of the strategies is to
maximize the independence underlying the measured data, assuming that there are

independent components that are linearly mixed to produce the EEG [44]-[46].

Once the independent components have been segregated, it can be used to identify and
remove specific ones corresponding to artifacts in the EEG. Thus, keeping the remaining

components intact, the signal can be reconstructed without noise [44].

2.12.2. Filters

Another way to clean the EEG signals is using filters, limiting the signals to frequencies of
interest. However, filtering is a compromise between removing noise and losing information

of interest, being crucial the use of optimized filter types and parameters.

Usually, scalp EEG comprises signal power mainly in the 1 Hz - 30 Hz frequency band, but
the analysis of clinical scalp EEG is commonly performed between 0.5 Hz and 70 Hz, once that
range can be clinically significant in certain conditions. Also, signals are affected by the
baseline drift (frequencies below 0.5Hz) and powerline noise (frequencies at 50 Hz or at 60
Hz), being necessary to remove these components. To attenuate higher frequencies (> 70 Hz),
low-pass filters are suitable. For the noise corresponding to the lower frequency bands (<
0.5 Hz), high-pass filters can be used. Alternatively, a bandpass filter could also be used for the

same purpose [34], [47], [48].

A low pass filter cuts off frequencies higher than a certain threshold and maintains the
frequencies below this threshold. In contrast, a high pass filter cuts off frequencies lower than
a specified threshold and maintains frequencies above this threshold. In addition, a bandpass
filter cuts off the frequencies above and below a given frequency band, keeping the
frequencies within the band. There is also another type of filter, the notch filter, which cuts off
only a narrow band of frequencies, preserving the frequencies higher and lower than the
defined notch frequency. The notch filters are suitable for removing specific frequencies, such

as the powerline noise at 50 Hz or 60 Hz [48], [49].
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According to the filters structure, their impulse response can be classified as Finite
Impulse Response (FIR) and Infinite Impulse Response (IIR) filters. A FIR filter is a
non-recursive digital filter whose impulse response has a finite duration. This filter does not
use previous output values, depending only on the history of the input values. Its main
advantage is its stability. On the other hand, a IIR filter is a recursive digital filter with an
infinite impulse response. It obtains the output considering the current and previous inputs

as well as previous outputs values [50].

2.12.3. Short-Time Fourier Transform

The short-time Fourier transform (STFT) is a sequence of Fourier transforms of a
windowed signal and provides both frequency and time information when spectral
components of a signal change over time. Therefore, it is used to perform time-frequency

analysis on nonstationary signals, such as the EEG [51], [52].

Time and frequency resolution depend on the window size. To guarantee a good time
resolution, small windows should be used, whereas to achieve a good frequency resolution

the windows should be bigger [51].

2.12.4. Wavelet Transform

Using wavelet transform, it is possible to decompose the EEG data to analyze the spectral
signal changes in time. This method, as the STFT, provides a time-frequency representation of
a signal and is able to adjust the time-frequency resolution. It's a time-frequency method for

signal analysis that incorporates an adjustable window size [53], [54].

This technique can analyze EEG signals at different scales and analyze very small details,

and quick changes in the signals [53].
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2.13. Feature Extraction

Feature extraction is one of the most important steps in signal processing since, at this
step, relevant information must be identified and extracted from the raw data. The features
extracted from EEG data can be divided into several different classes, being the most popular
time domain features, frequency domain features, and time-frequency domain features. At a

more particular level, entropy-based features are also common in EEG analysis [55].

2.13.1. Time Domain Features

In the time domain, there is a lot of statistical features that can be extracted from a signal,
such as mean (mean amplitude of the signal over a specific time period), variance or standard
deviation (measurement of the spread of the data), kurtosis (degree of peakedness of the
signal distribution) and skewness (measure of the asymmetry of the signal distribution)
[50]-[53]. Also, other non-statistical features such as zero-crossing rate (ZCR) are commonly
used. The ZCR is defined as the number of times a signal crosses the x-axis and gives an

estimation of the main signal frequency using a simple time measure [55]-[58].

2.13.2. Frequency Domain Features

Frequency domain features also include statistical features such as mean, standard
deviation, variance, skewness, and kurtosis, that are obtained from the signal in the frequency
domain. Other widely used features in the frequency domain refers to relative powers of
certain frequency bands. In EEG analysis these bands are delta (6), theta (8), alpha (a), beta
(B) and gamma (), as defined in Table 1. Power ratios between different frequency bands are

also used, suchas 8/a, B/a, 0/8B,v/6, (6 +a)/B, (6 + a)/(ax+ B) and (y + B)/(6 + o) [55].

The power spectral density (PSD) is defined as the measure of power distribution over
different signal frequencies, providing information about the strength of its different
frequency components. PSD can be calculated by parametric and non-parametric methods.

Some non-parametric methods used to estimate PSD are Fourier transform, Welch’s method
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or Thompson multitaper method, while some parametric methods include mainly

autoregressive (AR) models [55], [59].

2.13.3. Entropy

In past EEG based studies, entropy features have also provided relevant information.
Shannon’s information entropy, concept first introduced by Shannon in 1948, is a measure of
the uncertainty or randomness of a signal and is defined by resorting to the probability

distribution values of the observed data [55], [60].

From Shannon’s information entropy, there are several derived variations such as, spectral
entropy, maximum-likelihood entropy, coarse-grained entropy, correntropy, approximate

entropy, sample entropy, permutation entropy, differential entropy and fuzzy entropy [55].

2.14. Functional Connectivity

EEG functional connectivity refers to the evaluation of which and how much brain regions
are related over time and is a measure of the statistical relationship between certain
physiological signals in time. This method assumes that the synchronization/correlation
between brain areas reflects communication between them. In other words, two brain areas
are considered part of the same network if their behavior is correlated in a consistent manner

[61]-[63].

There are several methods to obtain functional connectivity from EEG data, which in turn
can be divided into several subcategories according to some characteristics. Directed or
nondirected methods relate to whether they quantify the direction of the interaction. While
nondirected functional connectivity concerns only the interdependence between signals,
directed methods find statistical causation from the data and allow to discover the direction
of the information flow. Other subcategories refer to time domain or frequency domain

methods [64].
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The most used methods for EEG data analysis are correlation-based methods,
coherence-based methods, and phase synchronization methods. Correlation-based methods
estimate the linear relationship between two signals, allowing the identification of predictive
relationships. Examples of these methods are Pearson's correlation coefficient, Spearman's
rank correlation coefficient, cross correlation, and partial correlation. Coherence-based
methods measure the linear synchronization between two signals at a specific frequency or
frequency band and include, for instance, the magnitude squared coherence, the imaginary
part of coherency and the partial coherence. Phase synchronization-based methods measure
the consistency of phase relationships between brain areas and identify non-linear functional
connectivity. This category includes phase lag index (PLI), phase slope index (PSI) and

phase-locking value (PLV) methods [64]-[67].

2.15. Virtual Reality

2.15.1. Definition

Virtual reality (VR) consists of a technology that uses interactive computer-generated
graphics to create a simulated environment and give the user an immersive feel of a virtual
world. The interactive experience allows the user to explore and interact with the virtual

surroundings in a natural and intuitive way [68], [69].

For VR, specialized equipment is used including a headset incorporating a screen and
sensors that track the user's head movements. Some VR headsets are also equipped with
headphones and hand controllers. These technologies track the user’s movements, change the
display in real time and provide a combination of sensory cues such as auditory, visual and

haptic feedback to create an illusion of reality [68], [69].
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Figure 9: Example of a VR system (Extracted from [70]).

2.15.2. VR Applications

Initially, VR technology was used mainly in the gaming and entertainment industries. But
now, it also has applications in other areas such as healthcare, aviation, education and

scientific research [68], [69], [71].

Related to healthcare applications and scientific research, VR makes it possible to present
emotionally complex stimuli in a controlled manner, and for this reason it has attracted the
attention of researchers and psychotherapists in the last years. VR is also being explored for a
variety of applications as training medical practitioners, cognitive rehabilitation, physical
therapy, helping patients manage pain and anxiety and for the diagnosis and treatment of
various pathological conditions. By providing a safe and controlled environment for students
and professionals of the health area to train medical procedures, it allows them to reduce

patients risk [71], [72].

Also, it has been proved that VR is able to activate the threat-processing circuitry in the
brain, and it is already used in the treatment of phobias and post-traumatic stress disorder
(PTSD). This is because VR allows the creation of highly realistic and immersive simulations

of potentially threatening scenarios in a safe and controlled environment [73].
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3.1. Related EEG Datasets

It was not found in the literature, EEG datasets concerning situations of unexpected visual
threats. There are some datasets involving emotions recognition such as fear and anxiety but

none of the datasets are related to an unexpected visual threat situation.

An example of an emotion recognition dataset is SEED-IV. For this dataset [74], video clips
eliciting happy, sad, fear and neutral emotions were shown to 15 subjects while EEG signals
were being recorded over 62 channels. There are also emotion recognition datasets resulting
from VR stimuli presentation, including the DER-VREEG dataset [75] which contains EEG data
recorded during VR experiences eliciting different emotions (happy, fear, calm and boredom).
In addition, some datasets involving EEG recordings during looming stimuli presentation,

such as approaching rotating circles, were also found [76].

However, these datasets are strongly correlated to the emotional response more than to

the defensive response resulting from exposure to unexpected visual threats.

3.2. Overview of Related Works

Some studies had explored the brain regions that activate under threatening stimuli. There
are studies in humans, marmosets, and some other species. To identify the activated brain
areas, some of them use EEG [4]-[6] while others use fMRI [1]-[3], [7]. Regarding the
threatening stimulus, most of them resort mainly to images, videos, faces, sounds and to
virtual reality videos, all with the aim of representing a threat. Some stimuli involve images
and videos of frightening animals or people reacting to threatening scenarios [1], [6], looming
visual stimuli [2], [4], [7], exposure to heights [5] and other threatening situations [3]. These

studies will be discussed below.
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A study conducted by Pichon et al. 2011 [1] evaluated if threat defensive responses depend
on attentional control. Participants watched videos of threatening and neutral actions during
fMRI scans. The videos consisted of scenes where someone opens a door and could face some
threat or not, and diverse threat types were used. To manipulate attention, they performed
both a demanding color-naming task and an emotion-naming task. The brain regions found to
have increased activity during the threat stimuli were subcortical areas linked to autonomic
reflexes and defensive behaviors (the periaqueductal gray and the posterior medial
hypothalamus) as well as cortical regions (right lateral premotor cortex, pre-supplementary
motor area, bilateral anterior insula and left inferior frontal gyrus). These activated areas
were task independent. It was also observed an increased activity in the amygdala when
seeing a threatening stimulus together with the emotion-naming task, suggesting that its

activation can be modulated by task demands, differing from the other activated regions.

A study conducted by Vagnoni et al. 2015 [4] investigated the neural mechanisms by which
perceived threat modulates spatiotemporal perception. In this regard, VEPs and evoked
oscillatory responses induced by looming visual stimuli were measured by EEG. Participants
watched both threatening (spiders and snakes) and non-threatening (butterflies and rabbits)
images that expanded in size to simulate approaching and suddenly disappearing.
Participants had to imagine the object continuing its route at the same speed and indicate the
instant they thought the object would collide with them. It was found a modulation of
emotion on VEP components P1, N1 frontal, N1 occipital, EPN and LPP, involving the alpha
band, as well as a modulation of speed of approach of stimuli on the N1 parietal, involving the
beta band. P1 concerned the left and right occipital-parietal electrodes activity between 115
and 135 ms after stimulus. N1 frontal concerned the frontal electrodes activity between 110
and 135 ms after stimulus, while N1 late parietal concerned the parietal electrodes activity
between 150 and 200 m, and N1 late occipital concerned the left and right occipital-parietal
electrodes activity between 155 and 185 ms after stimulus. Finally, EPN concerned the
occipital-parietal electrodes activity between 200 and 300 ms after the stimulus, and LPP
concerned both the central electrodes activity between 400 to 1000 ms after stimulus and

between 1400 and 1800 ms after the stimulus. It was also found that threat negatively
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influences the synchronization over the sensorimotor areas activated by exposure to a

looming stimulus.

Fernandes Jr et al. 2019 [3] studied how the human brain perceives threats considering a
multivariate approach, using fMRI. Here it was studied the brain activation patterns to
threatening (man holding a gun) and neutral (man holding a nonlethal object) stimuli, using
images, in two different situations: the stimulus being directed towards or away from the
participant. The results showed that the perception of the threat moving towards the
participant was more intense than the perception of the threat moving away. In the first case,
the most activated brain areas were the prefrontal cortex (left inferior frontal gyrus, right
subgenual prefrontal cortex, dorsolateral prefrontal cortex, and medial orbitofrontal cortex),
the cerebellum, the left putamen, occipital regions (primary visual cortex and the superior,
middle and inferior occipital gyrus) and temporal regions (superior, middle and inferior
temporal gyrus and Heschl’s gyrus). On the other hand, the activations for the stimulus

moving away presented high variability between subjects.

In a study on marmoset monkeys, performed by Cléry et al. 2020 [7], a looming stimulus
was presented during a fMRI scan. Here it was used dynamic visual stimuli (motion in depth)
that involve a much more complex analysis by the brain compared to static images. Strong
activation was found in regions of the pulvinar, superior colliculus, putamen, parietal,
prefrontal and temporal cortical areas, as shown in Figure 10. The activated areas suggest
that there is a network responsible for processing visual stimuli approaching the PPS to

predict the consequence of these stimuli.
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Figure 10: Cortical networks activated by looming visual stimuli in marmoset monkeys (Extracted from [7]).
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A study conducted by Giimis et al. 2022 [6] consisted on recording EEG signals while
visualizing images from the International Affective Picture System, which represents various
emotions. Specifically, fear-related, and neutral images were used. The event-related
potentials (ERPs) and event-related oscillations (ERO) were analyzed. The results from ERP
analysis showed that the P7, 01, F3, AF3 and P8 channels (according to the 10-20 electrode
position system), were the most discriminative to distinguishing fear and neutral stimulus,
and alpha and beta were the most discriminative frequency bands. Significant differences
between the neutral and fear stimuli were seen in regions of the parietal, occipital, and frontal

lobes of the left hemisphere.

Recently, some studies have also been carried out using VR for stimulus presentation.
Balban et al. 2020 [5], studied fear responses to visual threats through EEG, behavior, heart
rate, skin conductance and respiration. The stimulus consisted of a VR world starting with the
scenario of the participant in a laboratory and then transitioning to a threatening stimulus
like being attacked by a dog, finding a spider, swimming with sharks or being exposed to
heights. It was shown that heights stimulus resulted in robust physiological arousal indicating
an increased activation of the sympathetic nervous system. The dogs, spiders and shark
stimuli generated more moderated physiological responses. With the aim of evaluating brain
areas related to visually driven arousal, intracranial electroencephalography signals (iEEG)
were also recorded from a few patients. Patients with insula and orbitofrontal cortex
electrodes were chosen once these brain areas are related to emotional regulation and
somatic awareness. The results of this experiment showed that low frequency theta activity in
the orbitofrontal cortex negatively correlates with physiological arousal resulting from visual
threats, while a positive correlation was found for high frequency gamma activity in the
insula. Concluding, the orbitofrontal cortex and the insula are strongly correlated with

visually driven arousal.

Borst and Gelder 2022 [2] aimed to find which brain regions were involved in threatening
and non-threatening stimuli in the PPS using VR during fMRI measurements. The VR scene
used consisted of the participant lying in a bed inside a bedroom, and a man entering the

bedroom and walking towards the bed in a menacing way. The results of this study indicated
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that the intraparietal sulcus and the ventral premotor cortex responded more strongly to
threatening stimuli entering the nearby space than non-threatening stimuli. Stronger
responses to threat were also found in the right anterior cingulate cortex, left middle frontal
gyrus, bilateral extrastriate body area and bilateral cuneus. Additionally, they found that the
anterior insula and the amygdala are involved in threat processing. The authors concluded
that the interconnected intraparietal and premotor brain areas are related to the tracking of

approaching threatening stimuli with the aim of initiating avoidance behavior.

The amygdala seems to be one of the brain regions most found in threat processing
research. In fact, it has been shown that the process of detecting threatening stimuli involves
the diverse human senses and several pathways to the amygdala with the involvement of
cortical and subcortical areas. When considering a conscious situation of evaluation of a
potentially threatening stimulus, a cortical pathway has been discovered. In this pathway, the
visual information goes from the thalamic lateral geniculate nucleus to the primary visual
cortex and finally to the amygdala. On the other hand, when considering a situation of fast and
automatic response to a threatening stimulus, it was identified a direct pathway that reaches
the amygdala without the involvement of the primary sensory cortices. A subcortical pathway
involving the superior colliculus, the thalamic pulvinar and the amygdala has been proposed
to mediate a rapid visual analysis of potentially threatening stimuli through the visual sensory

input [77], [78].
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4. Materials and Methods

This chapter describes all the materials and methods employed throughout the
experimental work, including the VR video development and preparation, the brain activity

acquisition through EEG, signal processing, feature extraction and statistical analyses.

4.1. Experiment Development

The scheme presented in Figure 11 summarizes the steps of the general experimental

setup, which are detailed in the subsections below.
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Figure 11: Scheme of the general experimental setup steps.

As represented in the scheme, there are three main steps in this phase: the setup of the VR
headset, the development of the visual stimuli (VR video) to be displayed in the headset and,
finally, the acquisition of EEG data during the presentation of the previously developed VR

video to several volunteers.

4.1.1. Virtual Reality Equipment

In this study, the visual stimulus was developed using VR. For that, a VR headset (Reverb

G2, HP, Palo Alto, California) comprising lenses, headphones and hand controllers was used.
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This headset is shown in Figure 12.

The VR headset was connected to a general-purpose computer, and the Mixed Reality
Portal application [79], also used to select and play the VR video (visual stimulus), allowed

the initial required setup of the VR space.

Figure 12: HP Reverb G2 headset (Extracted from [80]).

4.1.2. Visual Stimulus

A VR video (visual stimulus) was created recurring to Unity software, which is a real-time
development platform for creating interactive two-dimensions (2D), three-dimensions (3D),
virtual reality (VR) and augmented reality (AR) experiences. This platform includes assets
(files), through which it is possible to create diverse and elaborate scenarios. Assets can be 3D
models (objects), textures (applied to the surfaces of 3D models to give them color and
details), materials (define objects appearance by connecting textures and other properties
such as lighting and shininess), audio files (sound effects and background music) and scripts

(programs written in C# that control the objects behavior).

The VR video developed consists of a calm scenario of a forest at dusk lighting conditions
and containing typical elements such as trees, flowers and grass, as well as light breeze
movements (Figure 14.a). The video also includes a background forest sound. It should be
noted that the goal was to create a scenario as calm as possible and with the fewest possible
distractions so that a minimum of other brain activity unrelated to the stimulus would be

detected. The scene is presented as if the observer were walking straight ahead along the
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forest path.

The video lasts 5 min and 35 s and at 2 min and 3 s the threatening stimulus appears
(Figures 14.b and 14.c). The threatening stimulus consists of an une